Study of interfaces in Co/Cu multilayers by low-angle anomalous x-ray diffraction
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The innovative method of combining specular and off-specular low-angle x-ray diffraction, along with the anomalous scattering effect, has been used to characterize magnetron-sputtered Co/Cu multilayers. The anomalous dispersion of Co is employed to increase the electron density contrast between the cobalt and copper layer. The use of a simulation program has been proven to be a straightforward and reliable method to analyze x-ray low-angle diffraction patterns in such a nonperfectly ordered metallic multilayer system. This method has been successfully applied to data obtained from synchrotron experiments and the results compared with those performed using a standard laboratory diffractometer. The combination of both specular and off-specular scans has ensured the obtention of a single set of simulation parameters for the structure of the multilayer and its interfaces. In addition, the off-specular scans have permitted us to confirm, in a rather complex system, the validity of the distorted wave born approximation. The mesoscopic structure of this multilayered system has been accurately and self-consistently characterized. © 1998 American Institute of Physics. [S0021-8979(98)00816-0]

I. INTRODUCTION

For the purpose of explaining the unusual properties exhibited by the different types of superlattices, such as metal/metal, 1,2 or semiconductor/semiconductor, 3,4 a precise structural characterization has been essential. The role played by interfaces seems to be very important, especially in the context of giant magnetoresistance (GMR). 5–8 Where there is need of an accurate determination of interfacial structure.

Among the multiple techniques used to characterize the structure of multilayers (such as nuclear magnetic resonance, Rutherford backscattering spectroscopy, neutron and x-ray diffraction, and scanning electron microscopy or SEM) the most widespread is probably x-ray diffraction. 9–11 X-ray diffraction is a nondestructive technique and gives a global measure of the sample’s structure (unlike SEM). At high angles, x-ray diffraction yields information about a system at a crystallographic scale: structure, strains and domain sizes, while at small angles it yields information related to the mesoscopic structure of the material. At low angle x-ray diffraction, two kinds of experiments can be performed: specular scans which provide information about the dimension perpendicular to the surface of the multilayer (ML) permitting thus the determination of the layer thicknesses and root-mean-square (rms) roughness of the substrate (σ), interfaces and overlayer. 12 Off-specular scans (ω rock or rocking curves, and 2θ rocks or detector scans) allow the reconstruction of the height–height correlation function of the roughness. 13–16

There are two fundamental ways of obtaining the information from the reflectivity patterns. One of them is the use of the Fourier analysis of data based on the Born approximation. This method permits us to obtain the autocorrelation function of the derivative of the sample’s electron density profile. It has been proven to be quite useful in some cases, 17,18 however it must be used very cautiously and in some cases the results may not be easy to interpret. When the system to be characterized is almost perfect (high degree of crystallinity and sharp interfaces as in semiconductor superlattices), the pattern obtained after the Fourier transform will be quite clear. However for thick metallic superlattices a great variety of growth defects may appear (such as high roughnesses or variations in the layer thicknesses). In this case, the Fourier analysis does not give much information on the sample’s structure.

Alternatively, one can simulate reflectivity curves using a matricial calculation. 12,19–21 Through this method, an accurate and self-consistent structural determination can be achieved when specular scans are completed by off-specular...
scans (ω rock and 2θ rock curves), which probe the in-plane structure of the ML and not simply the average electron density profile [ρ(0)] probed by specular scans.

Our aim in the present paper is threefold: first, we want to emphasize the need for using the anomalous dispersion techniques for systems in which the electron density contrast is very low. Only by using the anomalous (resonant) dispersion effect can a pattern with sufficient contrast and extent within the wave vector (q) region be obtained; second, the fit of the experimental results with a computer simulation program is the method that gives the most complete and reliable characterization of the system; and finally, the combination of specular and off-specular experiments results in the obtaining of a single set of self-consistent parameters which describe the system. This all has been proven in a set of Co/Cu multilayers in which the mesoscopic structure has been completely characterized.

II. EXPERIMENT

Samples were grown on a Si (100) oxidized substrate using a dc-operated magnetron sputtering system with a residual pressure of 5×10⁻⁷ mbar. The Ar pressure used for deposition was 4.8×10⁻³ mbar at a constant substrate temperature of 60 °C. The substrate was placed 8 cm away from magnetrons in order to get a good in-plane homogeneity of the sample. The deposition rates obtained were 2 nm/min for Co and 3 nm/min for Cu. Specially designed stainless steel screens were used to avoid mixing of Co and Cu during growth. The total sample thickness for the whole set was kept nearly constant around a value of 70 nm, for which the number of bilayers was varied; no buffer was used for growth. The samples grown with a Co/Cu thickness ratio equal to unity are represented as [mCu/mCo]n, where m is the layer thickness in Å and n the number of layers. The samples presented in this paper are: (50 Cu/50 Co)₇, (33 Cu/33 Co)₁₀, (24 Cu/24 Co)₁₃, (19 Cu/19 Co)₁₇, (17 Cu/17 Co)₂₀ and (9 Cu/9 Co)₄₀.

The early x-ray specular-reflectivity measurements were performed on a standard Siemens D-500 two-circle diffractometer. The wavelength used was the Kα radiation line of Cu (λ=1.54 Å) with a graphite analyzer before the detector to avoid the Kα₂ radiation line of copper. Incident and collection slits were chosen to be 0.3°, which gave the best product signal resolution. The Cu target was operated at 40 keV and with a tube current of 25 mA. The dynamic range of the detector could not allow the recording of the entire reflectivity patterns, as a consequence of which reflectivity patterns from the standard diffractometer were saturated at very low angles.

X-ray resonant low-angle diffraction experiments were carried out on the four circle goniometer setup at D23 beamline (LURE-DCI, Orsay, France). The beamline is equipped with a double crystal [Si(111)] monochromator with fixed exit and sagittal focusing. The experiments were performed 5 eV under the Co absorption K edge, which was determined previously by recording the near edge x-ray absorption structure spectrum, to obtain the edge precisely. The detection was done combining an avalanche photodiode with a Ge(111) crystal analyzer tuned at the incident beam wavelength. The use of the analyzer permits us to increase the angular resolution and the signal to background ratio by suppressing fluorescence. On the other hand, the avalanche photodiode has a good dynamic range (up to 50 000 counts/s). The instabilities of the incident beam were monitored through the diffuse scattering from a kapton film, recorded and corrected automatically in the data acquisition program. The experimental resolution function (a convolution of the slits used, beam divergence and the resolution of the detector) obtained from a rocking curve was 40 arcsec with an incident beam dimensions of 0.1×6 mm. A set of secondary slits placed just before the detector was set to 200 μm so as to get rid of diffuse scattering queues present in the ω scans.

Using the standard D-500 diffractometer only specular scans were performed. While using synchrotron radiation at energies near the Co edge three kind of experiments were done: specular scans (ω-θ); rocking curves or ω rocks (taken at a constant 2θ) and 2θ rocks (in which ω is constant). For the rocking curves, the detector was placed at an angle 2θ coinciding with a secondary maximum (Kiessig fringe) at around 1.3°. They were chosen to be on a secondary maximum near the critical angle to obtain the highest contrast and good detail.

III. EXPERIMENTAL DATA

Figures 1 and 2 show the experimental reflectivity patterns obtained using a standard diffractometer (with an incident energy of 8052 eV) and synchrotron radiation (in order to make use of the Co anomalous dispersion the incident energy was 7704 eV). In both of them, the hollow points
represent the experimental data, and lines are the mean square fits using the below described simulation program. Patterns correspond to six different samples with bilayer thicknesses ranging from 18 to 100 Å, in which the intensity position has been shifted in order to plot all the patterns together. Let us note that while in Fig. 2 patterns start at an angle $\theta = 0°$, in Fig. 1 they are plotted from $\theta = 1°$. The reason for that is nothing but the saturation of the standard diffractometer detector, which did not allow to go to lower angles.

The small oscillations present in the spectra correspond to sample-size oscillations (usually called Kiessig fringes). They arise from multiple interference between beams reflected at the top interface and at the multilayer–substrate interface. Superimposed to the Kiessig fringes, the multilayer peaks appear (they are Bragg-like peaks coming from the chemical modulation of the sample) which account for the periodicity of the ML. The number of Kiessig fringes between each pair of Bragg peaks is $2n - 1$, ‘‘n’’ being the number of deposited bilayers. An inspection of these fringes permits us to check that the number of bilayers used in the simulation is correct. Finally, some long wavelength oscillation can be observed in some samples, which can be attributed to a thin oxide overlayer.

Figure 3 shows the rocking curves corresponding to four samples. They have been taken at somehow different values of $\theta$ in order to be placed at a secondary (Kiessig) maximum around $\theta_m = 1.32°$. For the sake of clarity $\Delta \omega = \omega - \theta_m$ has been taken as the variable. The fits to the experimental patterns are based on the DWBA. The specular peak has not been reproduced in the simulations.

The last type of scans are the $2\theta$ rocks. They are done at a constant value of $\omega$, which is half of the value of $2\theta$ at which the rocking curves were taken. This scan geometry permits us to see the reciprocal space in both the x and z directions. Figure 4 shows the spectra corresponding to the four samples from which $\omega$ rocks were taken. In the spectrum corresponding to the (33 Co/33 Cu)$_{10}$ sample there is an important increase in the oscillation at $2\theta = 1.6°$. This comes from an intensity leakage of the first Bragg peak of the multilayer, as can be seen from a glance at Fig. 4. In all the scans, the amplitude of the oscillations (related to vertical correlation length) as well as the intensity tendency (coming from the horizontal correlation length) are well reproduced, allowing us to rely on the values of the correlation lengths.

IV. DATA ANALYSIS AND DISCUSSION

A. Anomalous diffraction

As it can be observed from a direct comparison between Figs. 1 and 2, there is a remarkable difference in their patterns arising from the change in the electron density contrast.
between Co and Cu at the two incident energies used. To see it more clearly, we present next the scattering cross section of a rough interface, which was calculated for the first time using the distorted wave Born approximation (DWBA) by Sinha et al.\textsuperscript{13} and later extended by Holý and Baumbach\textsuperscript{14,15} to layered systems. For a surface between two media with an electron density contrast of $\Delta \rho$, the scattering cross section is given by:\textsuperscript{13}

$$S(q) = |T(\alpha)|^2 |T(\beta)|^2 \frac{A \Delta \rho^2}{|\mathbf{q}|^2} e^{-\frac{1}{2} \sigma^2 (|\mathbf{q}|^2 + |\mathbf{q}'|^2)} \times \int dx \, dy \, e^{i(|\mathbf{q}|^2 + |\mathbf{q}'|^2) C(R)} e^{-i(q_{x} x + q_{y} y)}, \tag{1}$$

where $T(\alpha)$ [$T(\beta)$] is the transmission coefficient of that interface for the grazing angle of incidence (collection); $A$ is the illuminated area; $\mathbf{q}$ is the scattering wave vector; $\sigma$ is the root-mean-square roughness of the surface and $C(R)$ is the height–height correlation function ($R$ is the lateral position), which describes the morphology of the surface.\textsuperscript{25} For a multilayer, the total scattered intensity must account for the intensity scattered at each interface of the ML, which will depend on the electron density contrast between the elements forming the ML. The consequence of this result is that the intensity of the Bragg peaks arising from the additional periodicity of a multilayer is proportional to the square of the reflection index contrast between its elements. As the inset in Fig. 5 shows, at the energy of Cu K$_\alpha$ radiation, $E=8052$ eV, the electron density contrast between the Co and the Cu is almost zero, while there exists a high difference in their absorption coefficients. On the contrary, just under the Co absorption edge, $E=7704$ eV, the contrast is given by the difference in the electron density. In fact, at 8052 eV, the Bragg peak comes just from the absorption difference between Cu and Co. To see it more clearly and in order to compare the advantages of using the anomalous scattering of atoms, four spectra have been plotted in Fig. 5. In this figure spectra $A$ and $C$ show the experimental patterns with their fits for (33 Co/33 Cu)$_{10}$ sample using synchrotron radiation at 8052 eV (for the $A$ spectrum) and using the standard diffractometer at an incident energy of 8052 eV (for the $C$ spectrum), where the electron density contrast is lower. Let us note that in the $C$ spectrum, we have extended the wave vector region to $q=0$ in order to get a clearer comparison. The difference between both spectra is evident: in the $A$ spectrum the Bragg peaks can be observed up to the third order and the Kiessig fringes are perfectly seen over all the spectrum; on the other hand, in the $C$ spectrum only one multilayer peak can be observed, with a lower contrast (in the Kiessig fringes too) and only background noise is seen from $q\sim0.15\,\text{Å}^{-1}$. Along with these two plots, the $B$ spectrum permits us to see the differences in the reflectivity pattern coming from the advantage of the anomalous dispersion or from the use of a different characterization source (synchrotron radiation versus standard diffractometer). Looking at the $B$ spectrum, one may think that a third order Bragg peak may also be seen; however the intensity decreases two orders of magnitude from $q=0.2\,\text{Å}^{-1}$ and a contrast even
higher than that obtained would be needed to distinguish the peaks from the background. As it can be in the inset, at 8052 eV the Co and Cu electron densities are practically equal (vertical line marked as \(E_b\)), therefore the Bragg peaks observed in the C curve come just from the difference in their absorption coefficients. To see this better, the D spectrum has been plotted. It is a simulation which has been calculated with exactly the same parameters obtained in the fit of the C one but equal to the absorption of Co and Cu (\(\mu_{\text{Cu}}=\mu_{\text{Co}}=385 \text{ cm}^{-1}\)). As it can be seen, the Bragg peak has totally disappeared and the only remaining feature is a slight decrease of the intensity just at the former peak angle. Fig. 5 proves how the anomalous dispersion permits us to obtain higher quality results which help us to determine more accurately the structural parameters of the ML.

### B. Fourier transform

As explained in Sec. I, one way to analyze x-ray reflectivity patterns is to perform the Fourier transform (FT) of the experimental results. This analysis is based on the fact pointed out in the literature\(^{17}\) that the reflectivity can be approximately expressed, for wave vectors larger than the critical, as:

\[
R(q) \propto \left| \int_{-\infty}^{\infty} \frac{dn}{dz} e^{iqz} dz \right|^2 / q^4 ,
\]

where \(q\) is the scattering wave vector and \(n\) the refractive index. The autocorrelation function (ACF) of the derivative of the density profile \([\rho(z)]\), defined as:

\[
\rho(z) = \int_{-\infty}^{\infty} \frac{\partial n}{\partial z} (t) \frac{\partial n}{\partial z} (t-z) dt
\]

(3)

can be written, taking into account its definition and Eq. (2), as

\[
\rho(z) \propto \int_{-\infty}^{\infty} q^4 R(q) e^{iqz} dq ,
\]

(4)

which is just the FT of the reflectivity pattern multiplied by the wave vector \(q\) to the fourth power. When the multilayer has perfect interfaces, the ACF is a Dirac delta, but when there is roughness, the Dirac function turns into a Gaussian distribution (which is nothing but the FT of the derivative of an error function).

Even if the FT of the reflectivity pattern is a quite simple method; when the superlattice deviates from an ideal case, the obtained results as well as the interpretation are not trivial. To illustrate this assertion, we have performed several simulations for a (33 Cu/33 Co)\(_{10}\) multilayer with different roughnesses, increasing from no roughness (\(\sigma=0\)) to \(\sigma=8 \text{ Å}\). We have then applied the FT as in Eq. (4) to the simulations. The obtained results are presented in Fig. 6. In the lowest graph (\(\sigma=0\)), the peaks corresponding to each interface are perfectly reproduced (indeed, as explained previously, they should correspond to Dirac functions, something which does not happen because of the process used to perform the FT, which is also responsible for the “side loves” appearing at the bottom of the peaks). These peaks appear at depths corresponding to multiples of the single layer thickness (around 33 Å). In addition, a broad and intense peak appears at around 660 Å, arising from the first layer–substrate interface. As the roughness is increased, the oscillations are reduced. At about \(\sigma=8 \text{ Å}\), no information about the layer thicknesses can be extracted from the pattern. Furthermore, if in addition to the roughness there are other kind of inhomogeneities in the sample, such as fluctuations in the layer thicknesses, the patterns become quite difficult to interpret.

We have then followed this method to have a preliminary overall picture of our multilayers. In Fig. 7 we have represented four FT patterns corresponding to two samples. The numbers in each plot refer to the corresponding peak position. A and B plots correspond to sample (50 Co/50 Cu)\(_7\) but at the two incident energies used, 7704 and 8052 eV, respectively. Both yield interface positions very similar to one another, yet have the former higher contrast and extent of the oscillations. The values corresponding to the first peaks in the FT are given within the plot and match quite well the expected results (50 Å for each layer thickness). C and D plots correspond to the sample (33 Co/33 Cu)\(_{10}\) at 7704 and 8052 eV, respectively. Even if the peak positions in the C plot correspond approximately to the expected interfaces (an estimation from the Bragg peak positions yield 66 Å for the bilayer thickness), the contrast is very low, indicating that the roughness is high and the homogeneity of the layer thickness is not perfect. On the other hand, the D plot does not reproduce the ML modulation wavelength. This is understood since in the reflectivity pattern there is only one ML peak, making this method unuseful. The rest of the samples present a similar behavior under the FT yielding no useful information.
This reinforces the following ideas: first, the need for using anomalous diffraction to obtain more multilayer Bragg peaks and higher contrast in the reflectivity patterns; second, the use of a simulation program to obtain the information becomes necessary to obtain complete information of the system or even just when its complexity is rather high.

C. Simulation methods

In order to obtain a quantitative and precise characterization of samples, obtained patterns have been fitted using the following simulation program (a detailed description will be reported elsewhere). For specular scans, the formalism given by Vidal and Vincent has been used and the patterns have been fitted by a least square procedure. The DWBA presented by Daillant and Bélorgey has been used for the off-specular simulations. The computer program permits us to take into account a great number of parameters which influence the reflectivity pattern obtained: layer thicknesses, roughnesses, deviations from ideal cases (a linear and a Gaussian variation of the layer thicknesses, a linear stretch of the roughnesses, ...), as well as the roughness correlation lengths $\xi_x$ and $\xi_z$ and parameter $h$, explained later in the section.

The electron densities and the absorption coefficients of the substrate, Co, Cu and the oxide layer, have been taken from the Sasaki tables. They have been used as input parameters and then refined with the simulation program. Special attention has been paid to the Co and its oxide electron density for two reasons: first, close to the absorption edge the values for the Co scattering factor differ slightly among the different tables (Sasaki, Henke, ...); second, the Co oxide produced at the surface may be of various kinds. In our fits, the electron density calculated for Co ($\rho_{Co}^d = 1.737 \text{ Å}^{-3}$ at $E = 7704 \text{ eV}$) gives a critical angle that matches quite well the experimental one. For the oxide layer a compound $\text{Co}_3\text{O}_4$ seems to be the most frequent and stable for thin films at ambient temperature, while in bulk form it is CoO the usual stoichiometry. Calculations of their electron density yield 1.36 and 1.40 Å$^{-3}$ for $\text{Co}_3\text{O}_4$ and CoO, at the incident energy of $E = 7704 \text{ eV}$, respectively. An input parameter for the electron density of the oxide layer of 1.3 Å$^{-3}$ has been used and the value fitted by a least square procedure. The obtained result, slightly under 1.40 Å$^{-3}$, lies between the expected electron densities of both oxides, suggesting that the possibility of existence of both oxides cannot be neglected.

The fitting procedure was the next: once the parameters had been obtained from the specular patterns, they were used to simulate the off-specular scans in which only $\xi_x$, $\xi_z$, $h$ and the roughnesses were varied. If no good fit could be obtained, the new roughness values were introduced into the reflectivity simulations and varied to obtain a better fit. Again, those parameters were used to do the off-specular simulations and the processes repeated until a single set of roughness parameters was obtained. This process was performed only in the four samples having both specular and off-specular scans. In the off-specular scans, the $\xi_z$ obtained in the $\omega$ rocks was used to simulate the $2\theta$ rocks and $\xi_z$ was then varied until a good fit was reached.

To obtain the error bars, once the optimal fit had been reached by a rms process, the fit parameters were varied manually. When an appreciable change between the calculated and the experimental patterns had been observed, the difference was taken as the error bar.

Some special features should be taken into account to fit a particular sample, for instance ($33 \text{ Co}/33 \text{ Cu})_{10}$ sample in Fig. 2, the fact that the second order at about 3° is seen (while even orders should not be seen since the Co and Cu thicknesses are equal) and that the third one at 4.5° is so weak and double, means that there is a deviation from the ideal case. For the fit a Gaussian distribution of the layer thickness centered at $\Lambda$ (bilayer thickness) 33 Å and with a full width at half maximum equal to 0.2 Å has been used.

For other samples a linear stretch of the roughness or a thickness gradient should be taken into account. In ($17 \text{ Co}/17 \text{ Cu})_{20}$ after the ML peak, the Kiessig oscillations cannot be seen anymore. The broadening undergone by the Bragg peak points toward a slight variation in the layer thicknesses. In the simulation, a linear thickness gradient of 0.2%/mm has been included, which improved the fit considerably. This linear variation of the layer thicknesses during growth can be understood as a monotonously continuous change of growing conditions. Finally, in ($9 \text{ Co}/9 \text{ Cu})_{40}$ a linear stretch of the Cu and Co roughnesses ($[\sigma_{N} - \sigma_{0}] / \sigma_{0}$) has been used in the fit, yielding 16% for Co and 13% for Cu ($\Lambda = 18$ Å).

Even if the specular reflectivity patterns provide very good and precise structural parameters of the system when dealing with roughness, more than one possible solution may be obtained if diffuse scattering data were not accounted for.
TABLE I. Values obtained by the least square fit at two different energies: at 8052 eV, with a standard diffractometer, and at 7704 eV, using synchrotron radiation.

<table>
<thead>
<tr>
<th>Co layer thickness</th>
<th>Cu layer thickness</th>
<th>Co rms roughness</th>
<th>Cu rms roughness</th>
<th>Oxide layer thickness</th>
<th>Oxide layer roughness</th>
<th>Substrate roughness</th>
<th>Horizontal correlation length</th>
<th>Vertical correlation length</th>
<th>Hurst parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>*(9 Co/9 Cu)_{40}</td>
<td>9.0</td>
<td>±0.3</td>
<td>±0.3</td>
<td>7</td>
<td>2</td>
<td>11</td>
<td>...</td>
<td>...</td>
<td>0.5</td>
</tr>
<tr>
<td>(8052 eV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*(9 Co/9 Cu)_{40}</td>
<td>9.1</td>
<td>±0.5</td>
<td>±0.5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>13</td>
<td>13</td>
<td>6000</td>
</tr>
<tr>
<td>(7704 eV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.4</td>
</tr>
<tr>
<td>*(17 Co/17 Cu)_{20}</td>
<td>15.6</td>
<td>±0.1</td>
<td>±0.1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.5</td>
<td>±0.5</td>
<td>5000</td>
</tr>
<tr>
<td>*(17 Co/17 Cu)_{20}</td>
<td>17.1</td>
<td>±0.5</td>
<td>±0.5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.7</td>
<td>±0.7</td>
<td>5000</td>
</tr>
<tr>
<td>*(19 Co/19 Cu)_{17}</td>
<td>19.7</td>
<td>±0.2</td>
<td>±0.2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.5</td>
<td>±0.5</td>
<td>5000</td>
</tr>
<tr>
<td>*(19 Co/19 Cu)_{17}</td>
<td>19.1</td>
<td>±0.4</td>
<td>±0.4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.3</td>
<td>±0.3</td>
<td>5000</td>
</tr>
<tr>
<td>*(24 Co/24 Cu)_{13}</td>
<td>26.6</td>
<td>±0.2</td>
<td>±0.2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(24 Co/24 Cu)_{13}</td>
<td>23.5</td>
<td>±0.5</td>
<td>±0.5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.3</td>
<td>±0.3</td>
<td>5000</td>
</tr>
<tr>
<td>*(33 Co/33 Cu)_{10}</td>
<td>32.2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(33 Co/33 Cu)_{10}</td>
<td>33.0</td>
<td>±0.5</td>
<td>±0.5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(50 Co/50 Cu)_{10}</td>
<td>48.9</td>
<td>±0.3</td>
<td>±0.3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(50 Co/50 Cu)_{10}</td>
<td>19.7</td>
<td>±0.4</td>
<td>±0.4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.3</td>
<td>±0.3</td>
<td>5000</td>
</tr>
<tr>
<td>*(50 Co/50 Cu)_{10}</td>
<td>19.1</td>
<td>±0.2</td>
<td>±0.2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.5</td>
<td>±0.5</td>
<td>5000</td>
</tr>
<tr>
<td>*(33 Co/33 Cu)_{10}</td>
<td>33.0</td>
<td>±0.3</td>
<td>±0.3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(33 Co/33 Cu)_{10}</td>
<td>31.0</td>
<td>±0.5</td>
<td>±0.5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(50 Co/50 Cu)_{10}</td>
<td>49.8</td>
<td>±0.4</td>
<td>±0.4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.3</td>
<td>±0.3</td>
<td>5000</td>
</tr>
<tr>
<td>*(50 Co/50 Cu)_{10}</td>
<td>19.7</td>
<td>±0.2</td>
<td>±0.2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.5</td>
<td>±0.5</td>
<td>5000</td>
</tr>
<tr>
<td>*(33 Co/33 Cu)_{10}</td>
<td>33.0</td>
<td>±0.3</td>
<td>±0.3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(33 Co/33 Cu)_{10}</td>
<td>31.0</td>
<td>±0.5</td>
<td>±0.5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(50 Co/50 Cu)_{10}</td>
<td>49.8</td>
<td>±0.4</td>
<td>±0.4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.3</td>
<td>±0.3</td>
<td>5000</td>
</tr>
<tr>
<td>*(50 Co/50 Cu)_{10}</td>
<td>19.7</td>
<td>±0.2</td>
<td>±0.2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.5</td>
<td>±0.5</td>
<td>5000</td>
</tr>
<tr>
<td>*(33 Co/33 Cu)_{10}</td>
<td>33.0</td>
<td>±0.3</td>
<td>±0.3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(33 Co/33 Cu)_{10}</td>
<td>31.0</td>
<td>±0.5</td>
<td>±0.5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.2</td>
<td>±0.2</td>
<td>5000</td>
</tr>
<tr>
<td>*(50 Co/50 Cu)_{10}</td>
<td>49.8</td>
<td>±0.4</td>
<td>±0.4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.3</td>
<td>±0.3</td>
<td>5000</td>
</tr>
<tr>
<td>*(50 Co/50 Cu)_{10}</td>
<td>19.7</td>
<td>±0.2</td>
<td>±0.2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>±0.5</td>
<td>±0.5</td>
<td>5000</td>
</tr>
</tbody>
</table>

*Notes: Values having an asterisk mean that only the specular scans have been used to obtain their parameters. From left to right, given values are: thickness of the Co layer, thickness of the Cu layer, Co rms roughness, Cu rms roughness, oxide layer thickness, oxide layer roughness, substrate roughness, horizontal correlation length, vertical correlation length and Hurst parameter.

This observation, already stated in the literature, led us to perform off-specular scans in our samples to obtain a single solution to the roughnesses. In addition, they have permitted us to obtain the correlation lengths of the roughness profiles as well as the Hurst parameter, the combination of which permits us to describe the morphology of the multilayer interfaces. The horizontal correlation length ($\xi_x$), represents approximately the distance between horizontal bumps. It allows us to determine if there exists interdiffusion ($\xi_x < 15 \text{Å}$) or interface roughness ($\xi_x > 15 \text{Å}$). On the other hand, the vertical correlation length ($\xi_z$) gives an idea of the vertical distance throughout which the interfaces can be correlated. The Hurst parameter ($h$) ranges from 0 to 1 and gives an idea of the kind of interface. A value near zero will be characteristic of a jagged interface while a value near one is typical of flat and wide bumps in the interface.

For the rocking curve simulations of Fig. 3, the diffuse intensity has been taken into account. That is the reason why the central peak is not reproduced. Typically, the rocking curves are very well reproduced by the simulation as in the (9 Co/9 Cu)$_{40}$ sample, except for the structure peaks which are not resolved in the background (due to a weak contrast). In the sample (33 Co/33 Cu)$_{10}$, the oscillations due to the structure are perfectly reproduced (except near the Yoneda wings). Nevertheless, the intensity fall after the critical angle would be reproduced better with a lower Hurst exponent ($h < 0.5$), indicating that our interfaces are rather jagged. Since computing time diverges when the $h$ parameter deviates from 0.5, we did not consider it worth going to lower $h$ values.

Again only the diffuse scattering has been used to do the simulations. In three of the spectra [all but the (17 Co/17 Cu)$_{20}$] there is a certain mosaicity, which can be clearly seen in the central peak. This is evident in the case of (9 Co/9 Cu)$_{40}$, where a double central peak is present. All the simulations manage to reproduce very well the 2$\theta$ patterns except maybe after the critical angle. This is not surprising since the scans are taken at a grazing angle $\omega$ of about 0.7°, and at very low positions of the detector (2$\theta < 2\theta - \omega_C$), there may exist border effects due to a slight misalignment, sample border effects or even a beam position shift [let it be noted that the shoulder present in the 2$\theta$ scan of (33 Co/33 Cu)$_{10}$ just under the critical value is exactly the same appearing in its specular pattern].

The simulation results are summarized in Table I. This table contains the parameters obtained from both the spectra taken with the standard diffractometer and those coming from the synchrotron radiation source. Samples having an asterisk mean that only the specular scans have been used to obtain their parameters. In Table I, even if the layer thicknesses are quite well reproduced, there exists some difference concerning the roughness. It has to be pointed out as well that there is a difference existing between the oxide layer thicknesses obtained with the commercial diffractometer and using synchrotron radiation. The reason for this is...
nothing more than the fact that experiments were done in different times and that samples had undergone a slight oxidation which affected only the uppermost layer.30

Let it note that the values obtained from the reflectivity patterns at the two incident energies differ more than the error bars. However, the sum of both individual thicknesses is almost exact and well within the estimated errors [except maybe the (17 Co/17 Cu)20 sample for which the shoulder on the right side of the Bragg-like peak as well as its width yielded a larger error and mismatch between the multilayer periods obtained at $E = 7704$ and 8052 eV]. The problem here is obtaining the thicknesses of Co and Cu separately. This problem, already overcome at high angles,11 has not, to our knowledge, been solved for low-angle patterns yet. Attempts are currently being done to try to obtain both thicknesses separately with a high degree of accuracy.

In our $E = 7704$ eV reflectivity patterns, nevertheless, there is clear evidence that the thicknesses of both Co and Cu are almost exact. It is a fact that the even orders of the Bragg-like peaks do not appear in these patterns [see for example, near $2\theta = 3^\circ$ for the (33 Co/33 Cu)$_{10}$ sample, or around $2\theta = 5^\circ$ in the (19 Co/19 Cu)$_{17}$ sample]. At $E = 8052$ eV, however, the low contrast does not allow us to obtain several low-angle diffraction orders and thus the totally reliable parameter is the bilayer thickness. All these considerations support, once again, the advantage of using anomalous x-ray scattering.

At this point it seems worth mentioning the validity of the DWBA, which can reproduce perfectly the off-specular scans even near the critical angles. A quite remarkable work by Schomka et al.16 concerning this subject was done recently. They studied the specular and transverse diffuse scans of several samples with an increasing degree of complexity. The DWBA reproduced perfectly the off-specular scans of a Ge layer, then a Ge/Si bilayer and finally a three layer system: Ge/Si/Ge, taken at different wave vector transfers. In the present case, we are not dealing with a three layer epitaxial system, but with a more complicated ML. Our samples have between 10 and 20 bilayers, with increasing roughnesses, varying thicknesses and with thick oxide layers. Even so, the $\omega$ rocks manage to reproduce remarkably well the shape and position of the dynamic peaks. These results lead to the same conclusions as those from Schomka and co-workers in their previous work, enabling us to support the validity of the DWBA as a very good approach for calculating the x-ray scattering cross section of rough interfaces near the critical angle.

V. CONCLUSIONS

Anomalous x-ray reflectivity has been used to study a set of magnetron-sputtered Co/Cu multilayers. The use of the anomalous scattering and synchrotron radiation has allowed us to obtain higher contrast and a wider scanned angular range, which have permitted us to determine accurately the structure parameters of the system. In addition, the two ways of obtaining information from an x-ray reflectivity pattern have been compared by using a simulation program more reliable and accurate than the FT method. Finally, the combination of specular and off-specular scans has ensured the obtention of a single set of parameters which may be taken as the actual solution to the system. The mesoscopic structure of the Co/Cu multilayers has been accurate and unambiguously determined.
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