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Introduction

For the purpose of this thesis the magnetic exchange coupling between a ferromagnetic metal and the antiferromagnetic NiO(001) surface has been investigated. The coupling between magnetic layers with different magnetic properties is of special interest for modern magnetic data storage applications. The storage media itself as well as the data readout sensors consist of several magnetic layers coupled to each other via their interface. For example an antiferromagnetic/ferromagnetic interface is utilized in a hard disk read head to introduce a so-called unidirectional anisotropy or exchange bias. The directional anisotropy in the magnetic sensor, that is the existence of a preferred magnetic direction, makes it possible to distinguish between up and down bits on the hard disk material. Although the effect is already used in today’s devices its origin is not understood. The reason for this is that very little data exists, which provides detailed information about the antiferromagnetic/ferromagnetic interface. Conventional methods to characterize magnetic systems are either not suitable for thin film systems or are not sensitive to antiferromagnetic order. The technique used in this thesis, polarization dependent x-ray absorption spectromicroscopy, provides exactly the sensitivity needed. The approach combines chemical, surface and magnetic sensitivity and allows most strikingly one to address both ferromagnetic as well as antiferromagnetic order at the same time.

To address the problem of exchange coupling and biasing a suitable antiferromagnetic substrate had to be chosen. Ideally its bulk properties should be well known and recipes to prepare high quality surfaces should be established. Thus the magnetic ordering found at the surface or interface can be compared to the known bulk structure. This work was been started at the Institute of Applied Physics where the oxidic antiferromagnetic materials NiO, CoO and MnO are extensively studied (see for example [26, 27]) and NiO was chosen as the antiferromagnetic substrate because of its convenient ordering temperature at 525K. Furthermore the polarization dependence of the NiO x-ray absorption spectra had already been established in detail [1].

For the first experiment a photoemission electron microscope was used to image the spatial distribution of the antiferromagnetic vector at the NiO(001) surface. The experiment was carried out in collaboration with Dr. N.B. Weber using the commercial STAIB PEEM at the elliptical undulator beamline at the BESSY2 synchrotron in Berlin (Germany). Images of the antiferromagnetic surface domain structure were obtained and qualitative information about the antiferromagnetic axis in each domain were derived. For a subsequent experiment
The PEEM2 instrument, located at the Advanced Light Source (ALS) in Berkeley (USA), was used. The direction of the spin axis in each antiferromagnetic domain could now be unambiguously identified and for the very first time antiferromagnetic domain walls were directly observed.

In the following Dr. Weber continued to study the antiferromagnetic structure of the bare NiO surface in more detail using the STAIB instrument [105] at the BESSY2 synchrotron. The experiments described in this thesis on the other hand, focus more on the interface between NiO and an adjacent ferromagnet deposited onto the antiferromagnet and were carried out at the ALS using the PEEM2 microscope. The question is why a ferromagnet shows a distinct anisotropic behavior if in contact to an antiferromagnet and what in addition happens to the magnetic structure of the antiferromagnet if a ferromagnet is deposited on top. The experimental findings reported in this thesis are listed:

1. NiO(001) surfaces have been prepared by annealing in an oxygen atmosphere. The antiferromagnetic spin axis which is observed at the surface is the same as it has been reported in the bulk [108]. However at the surface antiferromagnetic domain walls are observed that are not present in the bulk of the material. These are related to the symmetry breaking at the surface.

2. The surface specific domain walls are not observed on surfaces prepared by sputtering due to the lattice distortion caused by the ion bombardment [32].

3. Upon deposition of a ferromagnetic material the surface specific domain walls disappear and the antiferromagnetic spin axis undergoes a reorientation into the surface plane. An antiferromagnetic domain wall parallel to the surface is formed [62].

4. The ferromagnet exhibits a distinct easy axis of magnetization parallel to the antiferromagnetic spin axis underneath. Clearly parallel coupling between the two different magnetic systems is observed.

5. Oxygen diffusion at the interface leads to formation of a ferrimagnetic mixed oxide layer [61].

6. Finally, thin Cobalt films grown on polycrystalline NiO have been investigated. A small fraction of moments within the mixed oxide layer are shown not to rotate together with an external field and do serve as an internal field causing the unidirectional anisotropy of the system [63].

The study presented here is the first report of a complete chemical and magnetic characterization of an antiferromagnetic/ferromagnetic interface. The quantitative characterization of antiferromagnetic surfaces has been particularly difficult in preceding experimental approaches and is the main reason for the lack of theoretical models to describe the observed uniaxial and unidirectional anisotropy quantitatively.
Part I

Motivation and Background
Chapter 1

Exchange Anisotropy

In this first chapter exchange anisotropy is reviewed with respect to the experimental results reported in this thesis. After Meiklejohn and Bean discovered exchange anisotropy on CoO/Co nanometer sized particles in 1956 [52], they presented a first model based on their data [53, 51] and the results obtained from permalloy films grown on antiferromagnetic FeMn and NiMn by Kouvel et al [43, 42]. Although the Meiklejohn model is rather intuitive it represents a powerful approach to the phenomenology of exchange anisotropy and is discussed in detail in sections 1.2 and 1.4.1.

Over the last 15 years exchange anisotropy has attracted enormous interest within the magnetic storage industry because of its role in modern disk drive read heads and future permanent magnetic storage devices. The structure of these devices and the particular role of exchange anisotropy is described in section (1.3). Many different systems exhibiting exchange anisotropy have been studied in the last decade and the experimental as well as the theoretical effort to understand exchange anisotropy has been dramatically increased. Modern reviews including theoretical limitations and experimental difficulties can be found in [59, 8, 83]. A summary of the most prominent theoretical approaches is given in section (1.4), followed by a brief analysis of the experimental difficulties to corroborate the models in section (1.5).

1.1 Magnetic Anisotropy

The Isotropic Ferromagnet

The phenomena of magnetic anisotropy and methods to determine it quantitatively from macroscopic is introduced in the following. The magnetic free energy $F$ of a simple isotropic ferromagnet, that is a ferromagnet in which the magnetization is homogenously distributed over the entire volume (single domain) but can point in any direction in space, consists of only the so-called Zeeman energy.

$$F = -HM \cos(\varphi_{FM} - \varphi_H)$$  \hspace{1cm} (1.1)

If the external field $H$, which is pointing along the direction $\varphi_H$ is changed the ferromagnet responds by changing the direction $\varphi_{FM}$ of its magnetization $M$. All angles in this case are
relative to a laboratory system and correspond to distinct directions. The Zeeman energy favors a parallel alignment of the magnetization in the ferromagnet with the external field. If the external field is positive the magnetization will point into the positive direction as well. Immediately upon reversal of the external field into the negative direction the magnetization will then point into the negative direction.

The Anisotropic Ferromagnet

The above situation is hardly ever realized exactly. More often it will be necessary to increase the field further into the opposite direction before the majority of the magnetization will be parallel to the external field again. Furthermore it is then observed that the reversal process and the field which is necessary to reverse the magnetization depends on the angle between the external field and a particular crystal axis. The magnetic properties in such a system are not isotropic anymore, thus this behavior is referred to as magnetic uniaxial anisotropy. In the presence of a uniaxial anisotropy the free magnetic energy will be lowered by the anisotropy energy $K_a$ if the magnetization is aligned parallel to a certain axis (easy axis). The perpendicular axis is energetically unfavorable (hard axis). A direct consequence is that the magnetic system experiences a torque $T$ caused by the change in magnetic energy if the magnetization is dragged away from the anisotropy axes. If the easy axis includes an angle $\varphi_a$ with the external field the free energy and the torque can be written,

$$ F = -HM \cos(\varphi_{FM} - \varphi_H) + K_a \cos^2(\varphi_{FM} - \varphi_a) $$

$$ T = \frac{dF}{d\varphi_{FM}} = +HM \sin(\varphi_{FM} - \varphi_H) - 2K_a \sin(2(\varphi_{FM} - \varphi_a)) $$

Origin of anisotropy

The microscopic origin of the magnetic anisotropy is the spin-orbit coupling which couples the spin of each atom to its orbital moment. While the spin can in principle point in every direction the much smaller orbital moment is tightly locked to the electronic properties of the crystal and the symmetry of the lattice. Consequently the magnetic energy is lowered if the orbital moment is aligned parallel to a particular crystal axis. Due to the fact that the spin-orbit coupling is only a small perturbation to the Hamiltonian the anisotropy energy is typically much smaller than the Zeeman energy. Therefore it is still possible to drag the spins away from the easy axis if the field is just large enough and the Zeeman energy compensates the anisotropy energy. Typical values of $K_a$ are $(1-50) \mu eV$ per atom and this corresponds to external fields of 10-500 mTeslas.

In equation 1.2 or 1.3 the anisotropy constant $K_a$ is denoted as an energy but in practice anisotropy constants are often given as energy densities $k_a$. This is useful with respect to the classification of anisotropy energies into bulk and surface or interface specific properties. The bulk anisotropy energy $k_V^\text{V}$ is typically given in units of J/m$^3$ or erg/cm$^3$, while surface or interface anisotropy energies $k_S^\text{S}$ are given in J/m$^2$ or erg/cm$^2$. The total anisotropy energy $K$ originating from all contributing volumes $V_i$ and surfaces or interfaces $A_i$ can then be
calculated in the following way.

\[ K_{\text{tot}} = k_i^V V_i + k_j^A A_j \]  

(1.4)

**Experimental Determination of Anisotropy Energies**

Two different techniques are generally used to characterize the magnetic anisotropy of a sample. The first method is \((M, H)\) hysteresis loops in which the magnetization of the sample along a certain axis is measured while the applied field is reversed. The second method is \((T, \phi)\) torque measurements. A large magnetic field (1-2 Tesla) is applied to the sample and can be rotated around its azimuth. The torque that the sample experience is measured by a spring or similar device. Both techniques lead to quantitative information about the anisotropy energy.

In a \((M, H)\) hysteresis loop the anisotropy constant \(K_a\) can be calculated from the field which is necessary to reverse the magnetization along the easy axis \((\text{coercive field } H_c)\). For this purpose the external field has to be applied parallel to the easy axis. The Zeeman energy exactly matches the anisotropy energy if the external field \(H\) balances the coercive field \(H_c\).

\[ K = \frac{M}{2} H_c \]  

(1.5)

A typical hysteresis loop measured under these conditions is shown in the bottom left panel of figure 1.1 as an example. The shape of the loop is roughly square. The ferromagnet retains its magnetization even if no external field is applied \((\text{remanence magnetization } M_r)\) and the absolute value of the coercive field \(H_c\) is the same for the positive and the negative direction of the applied external field, the loop is symmetric with respect to zero applied field.

The torque curve obtained from such a sample is shown in the upper left panel of figure 1.1. At \(\phi = 0^\circ\) and \(\phi = 180^\circ\) the external field is applied along the easy axis and no torque is present, because these are energetically stable configurations. At \(\phi = 90^\circ\) and \(\phi = 270^\circ\) metastable configurations are found when the magnetization is dragged parallel to the hard axis. The torque vanishes for these angles. Altogether the torque curve follows a \(\sin(2(\varphi_{\text{FM}} - \varphi_H))\) dependence. The \(\sin(\varphi_{\text{FM}} - \varphi_H)\) component denoted in equation (1.3) is not observed. It is suppressed by the strong external field which always aligns the magnetization parallel so that \(\varphi_{\text{FM}} = \varphi_H\) and the Zeeman term and its related torque vanishes. The anisotropy energy can be directly extracted from the torque curve.

\[ K_u = \frac{1}{2} T_{45^\circ} \]  

(1.6)

**Coherent Rotation Model**

The expression for the free energy \(F\) can be evaluated numerically to model the magnetic behavior of anisotropic magnetic systems and corroborate the experimentally found values for the anisotropy energies. For a given system the magnetization reversal is simulated by sweeping the external field step by step pseudo-adiabatically and calculating the next minima for the free energy depending on the direction of the sample magnetization. This approach
is called the *coherent rotation model*, because it assumes a single domain behavior of the magnetic systems, and thus all the magnetic moments in the sample rotate coherently. It is a rather crucial simplification so in general the exact shape of a \((M,H)\) loop will not be reproduced. Nevertheless the qualitative azimuthal dependence of the the magnetic properties as well as their key features like coercive field and remanence magnetization are typically in good agreement with the experimental data if appropriate values for the anisotropy energies are assumed.

The model can easily be extended to describe more complicated systems consisting of different magnetic layers. In this case the contribution of the volume anisotropy of each layer as well as the coupling between the different layers through their interface is considered. The coupling is usually described by an interface anisotropy which favors a certain relative alignment of adjacent layers, for example parallel, antiparallel or perpendicular.

### 1.2 Exchange Bias

An overview about the history of exchange bias and the relevant external parameter has been given for example by Nogués et al. [59] and Berkowitz et al. [8]. Both reviews include a summary of experimental work and the unsolved issues in exchange anisotropy. The following section is based on these two publications.

#### 1.2.1 History

In 1956 W. H. Meiklejohn and C. P. Bean investigated the magnetic properties of small cobalt particles (20nm) that were exposed to air and therefore coated with cobaltous oxide [52, 53]. The authors were in particular interested in the influence of the antiferromagnetically ordered cobalt oxide on the magnetic properties of the ferromagnetic cobalt. Because the Néel temperature of CoO is 293K they had to perform the magnetic characterization at lower temperatures and cooled their samples with liquid nitrogen to 77K. During the cooling process a magnetic field was applied strong enough to saturate the Co, typically 20kOe. They discovered...

...a new type of magnetic anisotropy (...) which is best described as an exchange anisotropy. This anisotropy is the result of an interaction between an antiferromagnetic material and a ferromagnetic material.

The exchange anisotropy is a unidirectional anisotropy in that it produces one easy direction of magnetization.

In order to best observe the exchange anisotropy of a randomly oriented compact of fine particles, the material is cooled from the paramagnetic state of the oxide to the antiferromagnetic state in a saturating magnetic field [52].
1.2. Exchange Bias

Macroscopic magnetic properties determined by $(M, H)$ hysteresis loops and $(T, \phi)$ torque curves. Depicted are a single ferromagnet (left), a ferromagnet coupled to an antiferromagnet without further treatment (middle) and after cooling through the Néel temperature in an external field (right). The remanent magnetization $M_r$ appears to be the same in all cases, while changes in the coercive field $H_c$ and the torque $T$ are observed. Exchange coupling between the two layers lead to an increase in $H_c$ and the maximum torque $T$. After field cooling a horizontal shift of the hysteresis loop $H_d$ is observed and the torque curve exhibits an additional $\sin(\phi)$ component indicated by the blue curve.

1.2.2 Phenomenology

Sketches of hysteresis loops and torque curves to illustrate the findings of Meiklejohn and Bean are shown in figure 1.1. The data obtained from a bare ferromagnet (left panel) were discussed in the last section 1.1. The square shaped $(M, H)$ loop with distinct magnetic remanence and coercive field is an indication of the presence of an uniaxial anisotropy. Another indication is the $\sin(2\phi)$ behavior of the torque curve. The loop shown in the center panel sketches the properties of exactly the same ferromagnet in contact with an antiferromagnet. The system has been cooled down below the Néel temperature of the antiferromagnet but without external field applied. Qualitatively, the $(M, H)$ loop and the torque curve look the same, but the coercive field is increased compared to the single ferromagnet. The uniaxial anisotropy $K_a$ is increased in antiferromagnetic/ferromagnetic coupled systems.
Chapter 1. Exchange Anisotropy

If an external field is applied during the cooling procedure *(field cooling)* the magnetic properties change drastically. The positive and negative coercive fields are different since the loop shows now a horizontal shift \( H_d \). In the case depicted in the right panel of figure 1.1 \( H_d \) is assumed to be large enough so that the coercive field is always positive, which means that at zero field the sample is always magnetized in the negative *direction*, independent of its history. This behavior, the preferential alignment of the magnetization along a particular direction in contrast to a distinct axis is referred to as *unidirectional anisotropy* or *exchange bias* *(EB)* and characterized by an anisotropy energy \( (K_d) \). Note, that in this example the loop shift towards the positive field direction has been introduced by a field applied into the negative direction during cooling. This is the situation of the so-called *negative exchange bias*.

The torque curve of an exchange biased system in figure 1.1 shows the following behavior. In addition to the \( \sin(2\varphi) \) component a \( \sin(\varphi) \) appears in the torque curve. As has been pointed out earlier in section 1.1, the \( \sin(\varphi) \) component is common at smaller external fields when the magnetization is not completely parallel aligned with the external field, but vanishes at higher fields (1-2 Tesla). In contrast the \( \sin(\varphi) \) component in exchange biased samples persists in fields up to 5 Tesla. It appears that the existence of exchange bias is connected to a strong ‘inner’ field \( H_d \) of the investigated sample.

Finally, the results of Kouvel *et al.* on Permalloy/FeMn and Permalloy/NiMn [43, 42] brought new insight into the nature of the unidirectional anisotropy. In their experiments they changed the thickness \( t_{FM} \) of the ferromagnetic layer and observed that the loop shift is inversely proportional to \( t_{FM} \). Because of this behavior they concluded that the unidirectional anisotropy originates directly from the antiferromagnetic/ferromagnetic interface. The contribution of such an interface anisotropy to the total free energy decreases with increasing ferromagnetic bulk anisotropy and Zeeman energy.

Altogether it appears from these observation it appears that exchange bias is caused by an inner field \( H_d \) originating from the antiferromagnetic-ferromagnetic interface pointing in the direction of the cooling field. It is large enough so that it cannot be overcome by an external field of several Tesla. These very general observations are summarized in the following two equations.

\[
H_{\text{eff}} = H_{\text{ext}} + H_d \quad \text{(1.7)}
\]

\[
H_d = \frac{K_d}{M} = \frac{\sigma_{\text{int}}}{m t_{FM}} \quad \text{(1.8)}
\]

The second equation relates the experimentally determined loop shift \( H_d \) with the unidirectional anisotropy energy \( K_d \). The latter one is often described in terms of the interfacial exchange energy density \( \sigma_{\text{int}} \), which is a specific quantity and independent of the ferromagnetic thickness and magnetization.

\footnote{Note, that this is only true above a certain thickness of the ferromagnet. If the ferromagnet is thinner than about 10 monolayers the bias field does not increase with \( \frac{1}{t_{FM}} \) anymore.}

\footnote{More recently Thomas *et al.* could show that the unidirectional anisotropy decreases with a decay length of 0.2nm to 0.5nm if the two magnetic layers are separated by a non-magnetic spacer layer [97]. This observation demonstrates the interfacial nature of the unidirectional anisotropy further.}
Since this early approach was presented many different models have tried to explain the size and the origin of the inner interfacial field leading to the interfacial exchange energy $\sigma_{\text{int}}$. Section 1.4 presents an overview of these different models, but first it is important to enumerate the unsolved issues which these models have to explain.

### 1.2.3 Unsolved Issues

#### Size of Exchange Bias

The simplest model based on a completely uncompensated and rigid antiferromagnet presented by Meiklejohn and Bean [51] overestimates the loop shift by orders of magnitude (section 1.4.1). Based on this model the exchange bias field originates from uncompensated magnetic moments located at the antiferromagnetic surface and should vanish on compensated surfaces. Furthermore it should be larger on ordered antiferromagnetic single crystals than on disordered polycrystalline antiferromagnets. Experimental findings on different systems collected in [59] show that none of these expectations are fulfilled. So far there is no conclusive approach which adequately describes the size of the exchange bias field on all types of antiferromagnetic surfaces. In particular the influence of the magnetic anisotropy of the antiferromagnet on the unidirectional anisotropy of the entire system remains an open question and is suspected to play an important role in all of the unsolved issues and experimental findings listed below.

#### Temperature Dependence

Intuitively one would assume that exchange bias disappears together with the long range order of the antiferromagnet above the Néel temperature. In contrast it has been observed for many different antiferromagnets that the unidirectional anisotropy already vanishes at lower temperatures. The temperature where the unidirectional anisotropy vanishes is called the blocking temperature $T_B$. For example, in exchange biased samples based on NiO with a Néel temperature of 523K the loop shift typically disappears around 475K.

#### Thickness Dependence

Exchange bias is not observed if the thickness of the antiferromagnetic layer $t_{\text{AFM}}$ is below a critical thickness which depends on the antiferromagnetic material. Above this thickness the bias field increases until it reaches a limit, typically for $t_{\text{AFM}} = 10 - 20\text{nm}$. This dependence is complicated to describe in a general theoretical approach, because of the fact that properties like crystallographic grain size or Néel temperature, which is often not known, depend strongly on the film thickness.

#### Training Effect

In many different systems the size of the loop shift decreases and even vanishes after continuously cycling the magnetization and might even vanish. This so-called training effect appears
to be more pronounced using antiferromagnets with a low anisotropy or if the operating temperature is close to the Néel temperature. It is supposed that this effect is related to a partial reorientation of the antiferromagnet. A reorientation of the antiferromagnetic microstructure will then cause the interfacial spins which introduce the loop shift to break loose.

**Field Dependence**

In general the loop shift depends only very little on the cooling field. An exception has been reported by Nogués et al. who found a strong dependence of the bias field for FeF$_2$/Fe and MnF$_2$/Fe [58]. After field cooling in more than 1 Tesla they even observed *positive bias* which means that the loop shift is observed into the same direction as the cooling field and a magnetization opposite to the cooling field is favored in the zero-field state. So far this behavior has only been reported on fluorine-based antiferromagnets.

**Antiferromagnetic Orientation**

From a theoretical point of view it is still unclear whether the magnetic axis of the antiferromagnet and the uniaxial anisotropy of the entire system are coupled parallel or antiparallel in ‘real’ antiferromagnetic/ferromagnetic systems. Calculations on ideal interfaces suggest perpendicular coupling due to frustration, which is caused by the concurrence between the directional exchange of spins in the ferromagnet and the antiferromagnet and the axial symmetry of the antiferromagnetic spin lattice. The fact that ideal flat interfaces are often not realized may be the crucial factor.

Experimental evidence for perpendicular coupling has been found using neutron scattering, a bulk sensitive technique, on ferrimagnetic/antiferromagnetic Fe$_3$O$_4$/CoO [33]. Furthermore Moran et al. report perpendicular coupling in the system Fe/FeF$_2$, by comparing the antiferromagnetic susceptibility and the ferromagnetic hysteresis loop. Both systems are special, considering that Fe$_3$O$_4$ is not a ferromagnet but a ferrimagnet and the unidirectional anisotropy on FeF$_2$ shows a strong cooling field dependence not observed on other antiferromagnets. The results reported in this thesis for conventional exchange coupling between ferromagnetic/antiferromagnetic Co/NiO and Fe/NiO indicate parallel coupling.

**Coercivity**

As described earlier the coercivity of a ferromagnetic film increases if in contact with an antiferromagnet. It appears as that the bulk anisotropy of the antiferromagnet adds to the total anisotropy energy. The coercivity increases further if the unidirectional anisotropy vanishes close to the blocking temperature. The same behavior is observed for decreasing thickness of the antiferromagnet. Altogether this leads to the notion that the coercivity increase is closely related to the rigidity of the antiferromagnet. Thin antiferromagnets exhibit a smaller volume anisotropy and therefore their magnetic microstructure can be changed easier by the external field or the coupling to the ferromagnet. The same is true close to the Néel temperature when the long range antiferromagnetic order becomes weaker. In case of a totally rigid
antiferromagnet no coercivity increase would be observed.

1.3 Technical Applications

Introduction

Magnetism and data storage are closely connected since little permalloy rings placed on a current grid were used to permanently store information instead of mechanically punching holes into stripes made from cardboard. Nevertheless, these 'devices' were still macroscopic. The age of microscopic magnetic data storage begun with the first hard disk (RAMAC), introduced in the late 1950s by IBM. Using hard disks the binary information was stored on a spinning disk of a magnetic material by magnetizing areas in one or the other direction with a small electromagnet and reading it out again with a little coil that sensed the magnetic stray field which arose from these bits above the disk. Although the size of a single bit was still of the order of $10^{-6}\text{m}^2$, there seemed to be no mechanical limit to further decrease the dimensions. Today, disk materials like granular FeCrCoPtB compounds together with highly miniaturized electromagnets are used which allow the creation of magnetic bits as small as $10^{-14}\text{m}^2$. An improvement of 8 orders of magnitude in 40 years! However, the challenge remained to detect the stored information from these tiny magnetic bits with high enough accuracy to allow read out rates of 100 Megabytes per second. While the write heads and the storage media simply have become more sophisticated over the last 40 years, today’s read head developments bear little resemblance to the idea of an inductive coil. Instead multilayer structures consisting of many different layers of ferromagnetic and other materials are used which employ the so-called giant magneto resistance effect or GMR. Its phenomenology and the relevance of exchange anisotropy in read heads based on the GMR are described below.

Giant Magneto Resistance

In a stack of Fe/Cr multilayer the magnetization of adjacent ferromagnetic Fe layers can be oriented parallel or antiparallel depending on the thickness of the Cr interlayer (interlayer exchange coupling). The size of the interlayer exchange energy is such that even in the case of antiparallel coupling the two ferromagnetic layer can still be aligned parallel with an external field of 15kOe, when the Zeeman energy overcomes the antiferromagnetic exchange energy. In the late 1980s M. N. Baibich and G. Binasch independently found that the electric resistance of such a structure changes dramatically between the remanent (antiparallel orientation) and the saturated (parallel orientation) state [6, 9]. Changes of up to 40% were observed and for this reason the effect was referred to as the giant magneto resistance effect (GMR).

In the early 1990s the concept of magneto resistive sensors was already established using the so-called anisotropic magneto resistance (AMR), where the resistance changes by 1% if the magnetization is rotated from the easy axis to the hard axis. Since then the storage density was increased by an order of magnitude every 5 years compared to a 10 year schedule before the use of magneto resistive read heads. The discovery of GMR now opened the door
for a new class of magnetic sensors with much improved sensitivity and signal to noise ratio and made it possible to keep the pace set by magneto resistive sensors for another decade.

However to use GMR sensors in magnetic storage two important obstacles had to be overcome. First of all the coercive field of these sensors needed to be decreased from 15kOe to a few Oersted to be feasible as a read head or a storage element for example. Second and even more important read head sensors need to be capable of distinguishing between two different directions of an external field. This is the point where exchange anisotropy came into play, by introducing a preferred direction into a GMR sensor, changing its uniaxial magnetic symmetry into a unidirectional one.

Read Heads and Magnetic Random Access Memory

A few years after its discovery on Fe/Cr the GMR effect was observed between soft magnetic materials by B. Dieny et al. [19]. Based on these findings IBM proposed a possible structure for a magnetic read head [99]. The basic idea behind the sensor is shown in figure 1.2. Two soft ferromagnetic materials are separated by a nonmagnetic material. The materials and thicknesses are chosen such that this structure does indeed show a GMR effect (for example CoFe/Cu/CoFe) but are not antiferromagnetically coupled through the interlayer. Instead the bottom layer is attached to an antiferromagnet and treated such that it shows considerable exchange bias. This can be seen in the hysteresis loop of such a sample shown in the lower left of figure 1.2. The top layer (shown in red) acts as the sensor and can be saturated completely to the left or right by an external field of less than 20 Oersted. The bottom layer (blue) is pinned by the antiferromagnet and serves as a reference layer. If the external field remains below 200 Oersted it will maintain its magnetization in one predefined direction. External fields of less than ±200 Oersted (the unidirectional anisotropy of the pinning layer) and more than ±20 Oersted (the uniaxial anisotropy of the sensor layer, marked by a red bar) will therefore only change the relative orientation of the sensor layer and the reference layer from parallel to antiparallel. At the same time the resistance of the structure will change within the range of the GMR. Structures based on this principle are used in modern read heads and has allowed the increase of hard disk storage density in a reliable manner by an order of magnitude over the last 5 years.

Finally this scheme can be used to build a magnetic memory cell (Magnetic Random Access Memory MRAM) in which the information is stored magnetically (permanently) and can be read out electronically (fast). For this purpose the metallic interlayer is replaced by an isolator (Tunnel Magneto Resistance TMR) and the current is driven perpendicular to the interfaces. To allow fast switching of the top layer beyond the established Oersted switching new approaches have to be followed for example switching by so-called spin injection. For an overview see [67].
Figure 1.2: Exchange Bias in a Magnetic Storage Device

Top: Magnetic multilayer structure used in a GMR sensor. The electric resistance depends on the relative orientation of the sensor ferromagnet (red) and the reference ferromagnet (blue) separated by a non magnetic material like copper. The magnetization of the reference layer is fixed (pinned) into one direction by the exchange interaction with the antiferromagnet (green). Bottom: The hysteresis loop (left) of the reference layer is shifted along the field axis, while the hysteresis loop of the sensor layer remains symmetric around zero field. The resistance of such a structure (right) changes if the signal layer is switched without the reference layer.
1.4 Theoretical Approaches

The fact that the technological relevance of exchange anisotropy increased dramatically during the 1990s led to a huge increase in both experimental and theoretical work. Many different systems exhibiting exchange bias were studied experimentally. In parallel theoretical models were developed in order to provide a common approach to describe the observed phenomena and to hopefully help to engineer an exchange biased interface. So far this has not been accomplished.

The different theoretical approaches were first summarized in the review articles by Nogueés and Schuller [59], and Berkowitz and Takano [8]. Recent reviews by Stamps et al. [83] and Kiwi et al. [39] focussed more strongly on the different theoretical approaches and include description of polycrystalline samples as well. The summary of theoretical approaches in this section is based on the different review articles.

1.4.1 The Meiklejohn Approach - Rigid AFM - Weak Coupling

Meiklejohn and Bean presented a phenomenological description of exchange anisotropy [53, 51]. They assumed a coherent rotation for the magnetization \( m \) of the ferromagnet. For the case of collinear alignment of the unidirectional anisotropy \( \sigma_{\text{int}} \), external field \( H_{\text{ext}} \) and ferromagnetic \( k_{\text{FM}} \) as well as antiferromagnetic \( k_{\text{AFM}} \) anisotropy one finds the following expression for the magnetic free energy per unit area, \( f \), at the interface depending on the direction of the ferromagnetic magnetization \( \varphi_{\text{FM}} \) and the net magnetization at the antiferromagnetic interface \( \varphi_{\text{AFM}} \).

\[
f = -H_{\text{ext}} m t_{\text{FM}} \cos(\varphi_{\text{FM}}) + k_{\text{FM}} t_{\text{FM}} \cos^2(\varphi_{\text{FM}}) + k_{\text{AFM}} t_{\text{AFM}} \cos^2(\varphi_{\text{AFM}}) - \sigma_{\text{int}} \cos(\varphi_{\text{FM}} - \varphi_{\text{AFM}}) \tag{1.9}
\]

In addition to the terms in (1.2) this expression for the the free energy density includes a rotation of the antiferromagnet axis caused by the coupling to the ferromagnet. Furthermore the magnetization \( m \) of the ferromagnet and the thickness of both the antiferromagnet and the ferromagnet are considered. In general the antiferromagnetic bulk anisotropy energy \( k_{\text{AFM}} t_{\text{AFM}} \) is much larger than the ferromagnetic bulk anisotropy \( k_{\text{FM}} t_{\text{FM}} \) and by minimizing the expression with respect to \( \varphi_{\text{FM}} \) and \( \varphi_{\text{AFM}} \) one finds the same equation as predicted intuitively in (1.8) for the unidirectional bias field

\[
H_d = -\frac{\sigma_{\text{int}}}{m} \frac{t_{\text{FM}}}{t_{\text{AFM}}} \text{ if } k_{\text{AFM}} t_{\text{AFM}} << \sigma_{\text{int}} \tag{1.10}
\]

The condition \( k_{\text{AFM}} t_{\text{AFM}} << \sigma_{\text{int}} \) means that the antiferromagnetic structure is assumed to be rigid for the Meiklejohn approach to be valid. The antiferromagnetic axis should not deviate from its easy axis during the magnetization reversal to provide a stable reference for the ferromagnet. In the other extreme case of an antiferromagnet with a small anisotropy the coupling to the ferromagnet will force the antiferromagnetic spins to simply follow the ferromagnetic spins. Any configuration that was originally achieved by field cooling is therefore destroyed by a single reversal process and no exchange bias will be observed. For the
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Figure 1.3: Exchange Bias Models

Different magnetic interface configurations considered in the exchange bias models based on single crystal antiferromagnets with ideal or non-ideal interfaces. The collinear model is described in section 1.4.1, the partial domain wall model in section 1.4.2 and section 1.4.3, the random interface model in section 1.4.4 and the spin-flop model in section 1.4.5.
intermediate region of similar interfacial energy and antiferromagnetic anisotropy energy the formation of a domain wall in the antiferromagnet has to be considered. Such models will be discussed in the following sections.

Based on the assumption of a rigid bulk antiferromagnet with a magnetically uncompensated surface as it is shown in the upper left panel of figure 1.3 the interfacial exchange energy $\sigma$ can be calculated from Heisenberg-like exchange energy between the magnetic spins in the ferromagnet and the antiferromagnet $J_{F/AF}$. It results from the energy difference between parallel and antiparallel spin alignment at the interface.

$$\sigma_{int} = E_{\uparrow\uparrow} - E_{\uparrow\downarrow} = \frac{J_{F/AF}}{2a^2}$$

Assuming a typical Heisenberg-like spin-spin exchange energy of $10^{-21}$ J and a lattice constant $a$ of $3.5 \times 10^{-10}$ m, values for sigma of $10mJ/m^2$ can be expected, but the maximal experimentally observed values are 2-3 orders of magnitude smaller. It will be the main result of this thesis to show that this approach is however reasonable if one takes into account that the unidirectional anisotropy originates only from a small portion of the interface and that this portion can be determined experimentally between 1%-5%. Exchange coupling across the remaining fraction of the interface only contributes to the total uniaxial anisotropy of the system.

Another experiment which demonstrates the strength of this approach has been performed by Jiang et al. [36]. The authors investigated so-called artificial antiferromagnets, consisting of Fe/Cr multilayers, as described in section 1.3. Depending on the Cr thickness the magnetization of adjacent Fe layers is either oriented antiparallel (forming an antiferromagnet) or parallel (forming a ferromagnet). For antiparallel coupling exactly the situation as depicted in the upper left of figure 1.3 is realized considering only the Fe layers. The investigated samples did indeed show exchange bias and the loop shift $H_d$ followed equation 1.10.

The Meiklejohn-Bean model represents the most intuitive approach to exchange bias by relating the loop shift only to the net magnetization originating from the antiferromagnet located right at the interface. Apart from the size of the predicted bias field, its major deficiency is that it excludes the appearance of bias on compensated antiferromagnetic surfaces. To address this issue Binek et al.[10] recently presented a generalized Meiklejohn-Bean approach. The authors include the Zeeman energy of a possible residual moment in the antiferromagnet and its coupling to the ferromagnet as well as the antiferromagnetic structure. The origin of the residual moment can be attributed to rough compensated interfaces for example. This approach extends the Meiklejohn-Bean idea to uncompensated surfaces as well. The authors were able to qualitatively explain the dependence of the exchange bias field on the thickness of the antiferromagnet. This shows that a description in the framework of a coherent rotation models seems to be basically sound.

1.4.2 Néel Approach - Weak AFM

L. Néel addressed the coupling between antiferromagnets and ferromagnets in general [57] without the assumption of a rigid antiferromagnet. He calculated the continuous magnetiza-
tion profile that evolves between a fully uncompensated antiferromagnet and a ferromagnet upon reversal of the ferromagnet. In his model $\varphi(i)$ is the angle between the magnetization of the ferromagnet or the antiferromagnet and the common easy axis in the $i$th layer. The magnetization of each layer is assumed to be homogeneous, which leads to the following differential equation for $\varphi$

$$J \frac{d^2 \varphi(i)}{dt^2} - 4K \sin(\varphi(i)) = 0$$  \hspace{1cm} (1.12)

The model is still restricted to fully uncompensated interfaces and single crystals. For typical values for $J$ and $K$ Néel could derive the magnetization profile for rather thick ferromagnets and antiferromagnets (10-100nm). For these thicknesses stable configurations or magnetic domains are established in each layer separated by a domain wall parallel to the interface. The Néel model first predicted that a certain minimum antiferromagnetic thickness is necessary for stable exchange bias\(^3\). Furthermore it forms the basis for future models assuming the formation of planar walls parallel to the antiferromagnetic-ferromagnetic interface.

### 1.4.3 Partial Domain Wall Approach - Strong Coupling

In their approach Mauri, Siegmann, Bagus and Kay extended the idea of Néel by allowing the ferromagnet to be thin and therefore forming the parallel domain wall mostly in the thick antiferromagnet [50]. However they did not explicitly exclude the formation of a domain wall in the ferromagnet. Their description is restricted to perfectly uncompensated interfaces similar to Meiklejohn and Néel. In contrast to the work by Néel they allowed the formation of a so-called *partial domain wall*. They conclude that in the presence of such a domain wall the exchange energy of an ideal interface is decreased and were able to account for the discrepancy between the observed exchange energy and the one predicted by the Meiklejohn model.

The proposed domain wall configuration which evolves upon reversal of the magnetization into the hard direction is shown in the lower right panel of figure 1.3. Allowing the antiferromagnet to rotate and by considering strong interfacial coupling the system will avoid the frustrated configuration which gives rise to the anisotropy energy in the Meiklejohn approach by maintaining the parallel coupling between ferromagnetic and antiferromagnetic spins at the interface. However the formation of the domain wall consumes energy and the system will flip back into its original configuration if the external field is switched off. In this case the observed exchange bias field can be calculated to be

$$H_d = \frac{2\sqrt{A_{AFM}K_{AFM}}}{m_{FM}t_{FM}}$$  \hspace{1cm} (1.13)

Instead of originating only from the interfacial layer the exchange energy is now distributed into the depth of the antiferromagnet over a domain wall of width $\pi\sqrt{A_{AFM}K_{AFM}}$, where $A_{AFM} \sim J_{AFM}/a$ is the *exchange stiffness*. The effective interfacial energy is lowered by a

\(^3\)Note, that the reason for the existence of a minimum AFM thickness for the presence of exchange bias might also be the thickness dependence of the antiferromagnetic ordering temperature
factor of 100 compared to the Meiklejohn approach. The so-called *Mauri Model* or *Partial Wall Model* is restricted to perfect uncompensated interfaces. Its basic idea, the fact that the antiferromagnet is in general not static, appears to be reasonable and is therefore considered in many recent approaches to describe exchange anisotropy. It is often adapted to polycrystalline systems as well (see section 1.4.6).

### 1.4.4 Random Interface Model

Another approach to effectively lower the interfacial exchange energy was proposed by Malozemoff [48, 49]. In his model he also assumes a rigid single crystalline antiferromagnet but he now allows a rough surface. The example in the lower left panel of figure 1.3 shows a compensated interface. The basic idea of the random field approach is that any imperfection due to steps or defects at the interface will cause perturbations in the magnetic order on both compensated as well as uncompensated surfaces. The defect as shown in the sketch causes an imbalance between positive and negative coupling across the interface and therefore a unidirectional anisotropy on an uncompensated interface.

In the random field model the quantity of interest, $\sigma_{\text{int}}$, is randomly distributed and its average over a small area will not vanish. For example the positions of frustrated interactions in the magnetic order due to a single defect on an uncompensated surface are marked with an (x) in figure 1.3. The system will try to minimize the increase in magneto static energy caused by the defect by rearranging the magnetization around the defect on a typical length of a domain wall width $L = \pi \sqrt{AK}$. Within this relatively small area ($L^2$) formed by the defect, the interfacial energy, is now on average reduced by $1/\sqrt{N}$ with $\sqrt{N} = L/a$. $N$ is the number of sites within the area and $a$ is the lattice constant. A detailed analysis yields the exchange energy at the interface with roughness parameter $z$, which is again reduced compared to the Meiklejohn model.

$$\sigma_{\text{int}} = \frac{4zJ_{\text{FM/AFM}}}{\pi a L}$$  \hfill (1.14)

### 1.4.5 Spin-Flop Coupling

The approach of Koon [40] focusses on compensated antiferromagnet surfaces. He calculates the stable magnetic configuration at the interface and finds that ferromagnetic and antiferromagnetic axes are aligned perpendicular to avoid frustration, because of the definite sign of the exchange energy $J_{\text{FM/AFM}}$. The spins right at the interface will now cant a little bit out of their easy axes and give rise to a small magnetization parallel to the ferromagnetic magnetization during the field cooling. Based on the assumption that the antiferromagnet is frozen, as depicted in the upper right panel of figure 1.3 this coupling scheme gives rise to an unidirectional anisotropy into the direction of the cooling field.

A more recent micromagnetic investigation of the Koon model by Schulthess and Butler [77] showed that spin-flop coupling at ideal uncompensated surfaces only leads to increased

---

4Note that the model is not only restricted to uncompensated interfaces.
coercivity but not to exchange bias. In order to observe a unidirectional anisotropy as a result of spin-flop coupling the uncompensated moment in the antiferromagnet, indicated by the red arrows in figure 1.3, needs to be 'frozen'. Considering realistic coupling and anisotropy energies the situation in figure 1.3 cannot be achieved following the authors. The canted spins in the antiferromagnet rotate symmetric with respect to the direction of the ferromagnetic anisotropy axis and completely reversible and the resulting moment therefore only causes an increase in uniaxial anisotropy.

Another indication that the situation described by the Koon model might not be realized in real systems are the results on the NiO(001) surface described in this thesis, the very surface used by Koon for his model. In all cases parallel coupling between the ferromagnet and the antiferromagnet are found. Koon himself suggested in unpublished work\(^5\), that roughness at the interface will lead to a transition to collinear coupling.

### 1.4.6 Polycrystalline Antiferromagnets

All previously introduced theoretical approaches deal with exchange bias on single crystalline samples. However, real device structures are based on polycrystalline antiferromagnets. In this case the description appears to be even more complicated based on the increased complexity of the systems. Figure 1.4 shows the transition from single crystal to polycrystalline systems. While the single crystal surface is homogeneous the magnetic properties of the polycrystalline system may change from grain to grain. Uncompensated moments may originate from domain walls, grain boundaries or defects. The anisotropy of each grain might be different due to local defects and therefore the thickness of partial domain walls might vary as well. This already points out that a complete description of exchange anisotropy would need to consider all the above approaches and combine them.

**The Approach by Stiles and McMichael**

Extensive theoretical work on polycrystalline samples has been presented by Stiles and McMichael [84, 85, 86], who investigated the temperature dependent behavior and the coercivity increase as well as the exchange bias effect in polycrystalline antiferromagnet/ferromagnet systems. Their model is based on the coupling between the magnetic moment of the ferromagnet and net interface magnetization of each antiferromagnetic grain as well as the formation of a partial domain wall in the antiferromagnet due to the antiferromagnetic bulk anisotropy. The coupling right at the interface is assumed to be parallel and Spin-Flop coupling is found not to be relevant for these polycrystalline samples. Assuming a certain anisotropy energy for the antiferromagnet and crystallite sizes the shape of the hysteresis loops as well as the dependence on the antiferromagnetic thickness and the sample temperature can be qualitatively reproduced.

\(^5\)A reference to this can be found in [50] page 565, right column first paragraph.
The magnetic structure at an ideal single crystalline uncompensated interface compared to the situation at a polycrystalline interface. In contrast to the ideal interface the polycrystalline structure may exhibits steps (A), gradual interfaces (B), grain boundaries (C) and domain walls (D) parallel as well as perpendicular to the interface.

**The Approach by Kim and Stamps**

The model proposed by Kim and Stamps includes Spin-Flop coupling as well as partial domain wall formation between antiferromagnet and ferromagnet [37, 38, 83, 82]. It furthermore includes the effect of defects placed within the partial domain wall which lead to a lateral variation of the antiferromagnetic anisotropy energy. The interesting aspect of their approach is that they assumed that the coupling across the interface is a mix out of two coupling mechanisms. While Spin-Flop coupling leads to a coercivity increase the formation of a partial domain wall on some parts of the interface causes a relatively small bias field.

The experimental findings reported in section 6 of this thesis suggest parallel coupling across the entire interface rather than spin-flop coupling as assumed by Kim and Stamps.
Nevertheless the basic assumption that the observed uniaxial and unidirectional anisotropy in antiferromagnetic/ferromagnetic exchange coupled systems originates from different areas of the interface exhibiting a different antiferromagnetic anisotropy is corroborated experimentally.

1.5 Experimental Approaches

Today the calculation of the unidirectional anisotropy energy $K_d$ from first principles for a particular microstructure of the interface has not yet been achieved. Even the origin of $K_d$ is still not completely established. This is due to the lack of experimental methods to give detailed information about antiferromagnetic as well as ferromagnetic thin film surfaces and interfaces. Furthermore in all recent models the coupling between antiferromagnet and ferromagnet is mediated by a residual magnetization in the antiferromagnet at the interface to the ferromagnet. The origin and quantification of this residual moment has not yet been determined. It will be demonstrated in this thesis that polarization dependent x-ray absorption spectro-microscopy is capable of yielding exactly the desired information.

1.5.1 Uncompensated Moments

Takano et al. [93] first observed uncompensated spins in the bulk of bare CoO by measuring the remanent magnetization at 77K. Their experiments showed that the amount of uncompensated spins increased with decreasing grain size, leading to the conclusion that uncompensated moments in polycrystalline samples are mainly located at grain boundaries. After depositing a ferromagnet they could furthermore observe that the exchange bias field increases with decreasing grain size of the antiferromagnetic substrate. This work represents the first clear experimental evidence that exchange bias is connected to an uncompensated spin structure in the antiferromagnet.

In a more recent study Miltenyi [55] showed that due to imperfections in the chemical order uncompensated moments can be created in the bulk. A certain portion of these moments is supposed to extend to the interface and be responsible for the parallel coupling between antiferromagnet and ferromagnet. The first experimental evidence for interfacial antiferromagnetic uncompensated moments has been reported by Antel et al. on Co/FeMn using the same technique as used in the experiments described in this thesis. However FeMn is a disordered alloy and it remains unclear whether the detected moments are exclusively located at the interface or whether they are related to the structural bulk properties of this particular material. The unambiguous identification of uncompensated spins right at the interface between antiferromagnet and ferromagnet has been accomplished only recently [61]

1.5.2 Antiferromagnetic Surfaces - The Missing Experiment

To characterize the magnetic order at the antiferromagnetic - ferromagnet interface a technique needs to be capable of addressing three different issues listed below associated with
Different methods which are in principle capable to characterize antiferromagnet order are listed and their abilities are compared. The methods evaluated here are neutron diffraction, scanning transmission microscope (STM), second harmonic generation (SHG) and x-ray absorption spectroscopy (XAS).

Table 1.1: Capabilities of Different Methods Sensitive to Antiferromagnetic Order

<table>
<thead>
<tr>
<th></th>
<th>Neutrons</th>
<th>STM</th>
<th>SHG</th>
<th>XAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surfaces, Thin Films</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Buried Interfaces</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Element Specific</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Quantitative</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>FM and AFM</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Imaging</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

antiferromagnets. Table 1.1 summarizes the capabilities of different approaches and techniques.

1. The technique needs to be sensitive to $< M^2 >$, because of the compensated nature of the antiferromagnetic spin structure.

2. The detected signal should not be influenced by the signal arising from the ferromagnetic layer. It is essential to be able to chose between ferromagnetic and antiferromagnetic sensitivity.

3. The technique has to exhibit an appropriate depth sensitivity so that it can be applied to thin film and multilayered structures of technological and scientific interest.

A classical approach to characterize antiferromagnets is the diffraction of polarized neutrons. By making use of the magnetic moment of the neutron and the fact that its de-Broglie wavelength is of the order of typical lattice constant, the diffraction pattern not only depends on the crystal symmetry but on the spin symmetry as well. Unfortunately this technique is typically only applicable to bulk samples. A way to avoid this problem is to use multilayered structures as done by Borchers et al. [11], Ijiri et al. [33] and van der Zaag et al. [103]. They investigated the particular exchange biased systems Fe$_3$O$_4$/CoO and Fe$_3$O$_4$/NiO.

Scanning tunnelling microscopy is extremely surface sensitive and using tips made out of a magnetic material the spin dependency of the tunnelling current can be used to image the spin order of only the surface layer [106]. In principle the atomic resolution can be used to image the antiferromagnetic spin order directly [30]. The lateral resolution of this technique is extremely high, however it offers no depth resolution and is not able to access the structure of a buried interface.

Another approach capable of addressing antiferromagnetic order is second harmonic generation [25][24]. This technique uses a focussed beam of a very intense pulsed laser source and analyzes the polarization dependence of the reflected beam at twice the frequency of the
incoming light. Due to the high intensity of the incoming beam, higher orders in the optical properties of the crystal become relevant and detectable. The polarization of the incoming beam is modulated by the conventional first order magneto optical kerr effect which is proportional to $< M >$. The polarization of the frequency doubled intensity is then modulated by $< M^2 >$ and therefore sensitive to antiferromagnetic order. The frequency doubling only appears if the symmetry of the crystal is broken, for example right at the interface. In principle this technique represents a useful approach to characterize antiferromagnetic surfaces and interfaces with laboratory light sources. Nevertheless the quantitative analysis of the data is still difficult.

It becomes obvious why x-ray absorption spectroscopy was chosen as a technique for this project from the last column of table 1.1. XAS appears to be an ideal tool for addressing the magnetism of thin films, surfaces and buried interfaces at a distance of less than 10 nm from the surface. The technique requires tunable x-ray sources, where the energy of the x-rays can be chosen over a certain range (synchrotron). One particular advantage of x-ray absorption is that it can be used as a spectroscopic technique as well as to derive contrast in a microscope. Synchrotron sources and the theoretical background of XAS as well as microscopes based on this approach are discussed in the next section.
Chapter 2

Dichroism X-Ray Absorption Spectromicroscopy

X-Ray Absorption Spectroscopy (XAS) and X-Ray Absorption Microscopy are the techniques used throughout this work, in particular the analysis of the line shape of absorption resonances for the so-called soft x-ray region (250-1500eV). X-rays of such energy cause excitations of localized 2p core level electrons into empty 3d final states in transition metals like Mn, Fe, Co, Ni, Cu. The intensity of this transition, hence the line shape of the absorption resonance is strongly influenced by the chemical environment and magnetic symmetry of each species.

All experimental approaches and techniques described here in this chapter were performed using synchrotron radiation as the only available source of tuneable and polarized x-rays of such energy. An introduction into the matter of synchrotron radiation is given in the book by D. Attwood [5]. Here only a very brief description of the polarization properties of synchrotron radiation is given at the beginning of this chapter.

The x-ray absorption cross section is measured by either detecting the intensity of the transmitted x-rays using the Lambert-Beer law or by collecting the electron yield emitted from the sample. The second approach is referred to as Total Electron Yield technique. (TEY).

Microscopy experiments are performed using a Photoemission Electron Microscope. A PEEM magnifies and images the lateral distribution of the electron yield across the sample surface. Review papers focussing on magnetic imaging methods are presented for example by J. Stöhr et al. [90], F.U. Hillebrecht [31] and in articles by W. Kuch et al. and A. Scholl et al. in 'Magnetic nanostructures' edited by H. Hopster [44, 75]. A general overview about PEEM has been given by E. Bauer [7].

The last section of this chapter finally the discusses the detailed dependence of the XAS line shape on different chemical and magnetic environments. A detailed overview about soft x-ray absorption spectroscopy can be found in the book of J. Stöhr [87]. More recent reviews have been given by F.M.F. de Groot [17] (chemical XAS) and J. Stöhr [90, 89] (dichroism XAS).
2.1 Polarized X-Rays

2.1.1 Linear and Circular Polarized X-rays

A synchrotron or electron storage ring is a source of polarized x-rays. During operation relativistic electrons are kept on a closed orbit using deflector dipole magnets and focussing quadrupole and sextupole magnets and the 'ring' is in reality a symmetric polygon. A dipole magnet is the source of a continuous spectrum ranging from the infrared into the hard x-rays region. The maximum photon energy originating from a bending magnet is
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\[ E_{\text{max}} = 665eV E^2[GeV]B[T] \] (see for example [72, 56]), where \( E \) is the kinetic energy of the electrons in the storage ring in GeV and \( B \) the field strength in the bending magnet in Tesla. A particular x-ray energy is chosen by using a grating monochromator. The x-rays are finally focussed on the sample position by mirrors suitable for the desired x-ray region.

In general, x-rays can be extracted at two positions within the polygon. At every corner dipole magnet (bending magnet) the electrons are accelerated transverse and longitudinally within a certain interaction volume and emit radiation like a Hertz dipole. Due to their relativistic energy the intensity is only emitted in a very narrow cone with an opening angle \( \alpha = 1/2\gamma \) (Lorentz transformation). This is shown in the left panel of figure 2.1. Parallel to the orbit plane only transverse acceleration perpendicular to the original propagation direction is observed and the emitted radiation is therefore polarized horizontally. At the same time the electrons experience a longitudinal deceleration, parallel to their original propagation direction. The resulting radiation is transformed by the Lorentz transformation into a \( \pm 90^\circ \) phase shifted vertical polarized electromagnetic wave. The sign depends on the angle between transverse and longitudinal acceleration as shown in figure 2.1.

A periodic magnetic structure where the electrons are subsequently deflected in opposite directions but altogether preserve their original propagation direction is implemented in the straight sections of the synchrotron. Such a structure is sketched in the lower panel of figure 2.1. In the simplest case the intensities emitted by each of the \( N \) magnet pairs are added up linearly (wiggler and the total output intensity is increased by a factor of \( N \) compared to a simple bending magnet. If now the distance between the poles in x-direction is chosen adequately wave fronts with a particular frequency emitted from adjacent magnet pairs will add up coherently (undulator). Positive interference between the wavefront is observed for a particular frequency \( f \) and multiplies of \( f \), where \( f \) is inverse proportional to the time \( T \) the electrons travel between two magnet pairs. For this reason the frequency or energy of the x-rays emitted from an undulator depend on the distance between the magnets in x and y direction and the magnetic field strength. Since typically permanent magnets with a fixed distance in x-direction are in an undulator, the x-ray energy is chosen by changing the so-called gap or distance in y-direction between the poles. If the field between the poles is decreased (by increasing the gap) the time of flight between adjacent dipole magnets is decreased and thus the frequency of the coherently generated x-rays is increased. A larger distance between the magnet pole leads a higher output energy!

The x-rays emitted from a conventional undulator are horizontally polarized. However, if in addition to the distance in y-direction also the relative alignment of the magnet poles along the x-axis, as indicated by the dotted arrows in figure 2.1 is changed, additional polarization components perpendicular to the original horizontal polarization can be produced. Such a structure is referred to as elliptical polarizing undulator (EPU). Linear polarized light of every orientation as well as left and right circular or elliptical polarized with variable degree of circular polarization are obtained from an EPU.
2.1.2 Mixed Polarization

For the experiments presented in this thesis variable x-ray polarization was essential, in particular the ability to change the angle between the incident polarization vector and a distinct crystal axis. The geometry that applies to all experiments is shown in Figure 2.2. For experiments involving the commercial STAIB PEEM the angle of incidence ($\theta$) was $15^\circ$ for the ALS PEEM2 this angle was fixed at $30^\circ$. The horizontal polarization component $E_\parallel$ is always parallel to the sample surface. The sample can be rotated around its surface normal such that $E_\parallel$ component includes any angle $\phi$ with a particular crystallographic in-plane axis, for example [100]. The vertical polarization component $E_\bot$ and the surfaces normal include a fixed angle, that is the angle of incidence $\theta$. Note, that the vertical polarization component also shows a small projection onto the surface plane.

Some of the experiments could be performed using an EPU which allows to choose the ratio between $E_\bot$ and $E_\parallel$ continuously between 0 and 1, but most of the experiments used a bending magnet x-ray source. Nevertheless it was desirable to use vertical polarized x-rays in this setup, too. This is achieved for some particular experiments which are not sensitive to the handedness or phase difference between different polarization components by regarding circular polarized x-rays as superposition of pure horizontal and vertical polarized x-rays without phase difference. The detected signals can then as well be regarded as a superposition of the signals which are detected for pure horizontal and vertical polarization. In the following circular polarization will be referred to as mixed polarized if used in this

![Figure 2.2: Experimental Geometry](image)

X-rays are incident onto the sample under an angle $\theta$. The incident polarization can be split in two main polarization components $E_\parallel$ and $E_\bot$. The angle $\theta$ determines the angle between $E_\bot$ and the surface normal. The sample can further be rotated around its normal by an angle $\phi$ which is determined by the angle between $E_\parallel$ and a distinct in-plane sample direction.
2.2. Experimental Techniques

The spectral and polarization dependence of the x-ray absorption cross section has been detected using the electron yield method. The detection method was used in two different ways. First by spatially averaging over the illuminated sample area yielding spectroscopic information (XAS). The other detection method included the use of a Photoemission electron microscope (PEEM) which magnifies and images the lateral distribution of the electron yield can be magnified and imaged. The lateral variation of elements and their chemistry as well as their ferromagnetic and antiferromagnetic order can be resolved using PEEM. For an overview about microscopy and spectroscopy using synchrotron radiation and electron yield see [90, 41, 31]

2.2.1 Total Electron Yield Spectroscopy

Concept

The absorption of an incident x-ray by a core level electron and the recombination processes which cause the electron yield emitted from the sample is depicted in figure 2.3. The incoming photon produces a photoelectron and the resulting core recombines by emitting an Auger electron. The photo electron and the Auger electron may now either be emitted into the vacuum or due to their limited mean free path lose their energy by inelastic scattering. In this case a larger number of low energy secondary electrons per initial photo electron is generated. Due to their larger mean free path the secondary electrons will eventually be emitted into the vacuum. If the sample is grounded through a current amplifier the electron
Figure 2.3: Resonant X-ray Absorption Process and Electron Yield

Top: Soft x-rays are absorbed by exciting a core level electron into an empty final state (A). Recombination of the core hole leads to the emission of an Auger electron (B). The Auger- and the photoelectron are either emitted into the vacuum or loose their energy due to inelastic scattering producing numerous low energy secondary electrons (C). The energy spectrum of all electrons escaping the sample is shown on the right, consisting mostly (90%) of electrons with a kinetic energy of less than 5eV.

Bottom left: The current between the sample and ground potential is proportional to the electron yield generated by x-ray absorption process.

Bottom right: The contribution of deeper layers to the TEY signal decays exponentially with distance $z$ to the surface.
current which is necessary to compensate for the emitted charge can finally be measured (see bottom left of figure 2.3. Typical sample currents obtained using synchrotron radiation are between 0.1-10nA.

The total electron yield is proportional to the absorption coefficient $\mu(E)$. At normal x-ray incidence the total electron yield $dN_e$ from a layer of thickness $dz$ at depth $z$ is related to the x-ray absorption $\mu(E)$ by [56]:

$$dN_e \sim \mu(E) \exp(-z\mu(E)) \exp(-z/\lambda)dz$$  \hspace{1cm} (2.3)

The second exponential term denotes the probability of an electron generated at a distance $z$ from the surface to leave the sample. The electron mean free path $\lambda$ is a combination of the mean free path of the initial photo and auger electrons (very short $< 1$nm) as well as the secondary low energy electrons (long > 10nm). Spectroscopic information is only be obtained from layers that contribute to the electron yield. Experimental values for the effective $\lambda$ vary between 1.5nm to 2.5nm.

The first exponential function describes the decay of the x-ray intensity while penetrating the material. Because the decay length of the x-rays is in general much larger this term is usually neglected and the x-ray intensity is assumed to be constant within the probing depth of the TEY method$^1$. Integrating equation 2.3 yields the direct proportionality between TEY and $\mu(E)$.

### 2.2.2 Depth Sensitivity

The depth profile of the total electron yield method is shown in figure 2.3. The sketch shows the exponential decay of the contribution of each atomic layer in a stack of two materials to the total electron yield. It is assumed that the interfacial layer consists of both materials and that $\lambda$ is constant over the entire volume. Deeper layers contribute with a smaller electron yield to the total yield than surface layers. A rough estimate yields that 82% of the electron yield originates from the first 2nm. For this reason the TEY technique is characterized as a surface sensitive technique. If material B is buried deeper than about 10nm from the surface it is usually not detected in a TEY experiment.

The electron yield arising from the buried layer B is suppressed by layer A, but the relative contribution of the top layer of material B to the total signal arising from material B is independent of the thickness of top layer, material A. Again, assuming a typical $\lambda$ of 2nm and an atomic layer thickness of 0.2nm the contribution of the top layer of material B to the electron yield of material B is always between 8% and 10%. This means that if the chemical properties of the top layer of material B are different of the other bulk layers its contribution can be identified.

In conclusion the total electron yield detection exhibits excellent surface and interface specificity. It is well suited to investigate thin film and multilayer systems with a total thickness of less than 10nm. Each element in such a structure will contribute significantly to the electron yield.

$^1$This is appropriate even right at the absorption resonance where the decay length might be as short as 10nm.
2.2.3 Photoemission Electron Microscope

Overview

The idea of cathode lens microscopy had been developed in the first half of the last century. Driven by the increased use of synchrotron radiation in the late 1980s and the success of electron yield based absorption spectroscopy a UHV compatible synchrotron based Photoemission Electron Microscopes (PEEM) had been proposed by Tonner and Harp [98] and a few years later by Engel et al. [22]. A recent review about the success of modern cathode lens microscopy has been given by E. Bauer [7].

Concept

The concept of PEEM is explained in the following. Figure 2.4 shows a sketch of a two lens PEEM. The radiation of monochromatic x-rays onto the sample surface leads to emission of electrons. If the absorption coefficient $\mu$ varies laterally so will the electron yield. The excited electrons are accelerated towards the microscope. An electrostatic objective lens\(^2\) and a projective lens will magnify and image the electron yield on a two dimensional electron detector, for example a phosphor screen or a micro channel plate. The visible light image emitted from the detector can then be recorded using a CCD camera. It is a common feature of all cathode lens microscopes that the sample itself, as the cathode, is part of the optical system.

The sketched microscope consists of two triode electrostatic lenses. The outer electrodes are on the same potential as the microscope housing, while the inner electrode is on high negative voltage. The equipotential lines produced by such a arrangement resemble the shape of thick concave optical lens. They are shown within the projection lens.

Abberations and Lateral Resolution

Deviations from the cylindrical symmetry (stigmatism) of each lens can be corrected for by a electrostatic sextupole stigmator [4]. If the optical elements are not completely aligned on axis electrostatic deflectors are used [4]. But there are more sources of abberations to consider in an electron microscope. The kinetic energy $E$ of the excited electrons are spread over a very wide range from 0eV up to the x-ray energy (500-1000eV) (see for example figure 2.3) and electrons with an angular momentum $p$ parallel as well as perpendicular to the microscope axis are collected by the accelerating field. Since the focal point for each electron ($E, p$) is different this leads to chromatic abberations and spherical abberations. In an optical microscope chromatic abberations can be corrected for by convex lenses, but convex lens cannot be formed with cylinder symmetrical electrostatic lenses [73] and for this reason it is complicated to compensate for these kind of abberations in an electron microscope.

The easiest way to ‘correct’ for these abberations in a PEEM is to place an aperture in the back focal plane (the one defined for 0eV electrons and normal incidence) and exclude all

\(^2\)Sometimes a magnetic objective lens with the advantage of smaller abberations is used. This is not feasible to study magnetic systems because of its residual fields at the sample position
Irradiation of a surface with (monochromatic) x-rays leads to the emission of secondary electrons. The spatial distribution of the electron yield is magnified onto a screen by electrostatic lenses. A voltage of 10 kV per millimeter is applied to the sample (cathode) to accelerate the electrons toward the microscope column. Energy and angular selection of the electrons passing through the microscope column is achieved by an aperture in the back focal plane of the objective lens.
electron from the optical path that do not have the right energy or angular momentum. A disadvantage of this method is that it limits the transmission of the microscope to about 1\% in order to reach the desired 20-50nm lateral resolution. A more recent approach\(^3\) \([74, 65]\) includes the use of electrostatic mirrors that do have negative aberrations \([70]\) and can be configured such that they cancel out the positive aberrations caused by the cathode and the objective lens. Such a microscope will allow to achieve a lateral resolution of 20-50nm without limiting the transmission and an ultimate resolution of 1-2nm.

**Microscopes**

Two different microscopes were used for the experiments. One microscope was the commercial STAIB-PEEM \([34]\) microscope. The other microscope used was the PEEM2 instrument \([4]\) built at the Advanced Light Source (ALS) in Berkeley (CA), USA. Both microscopes are equipped with a stigmator unit and an aperture and both microscopes use an electrostatic objective lens and two projective lenses. The typical spatial resolution obtained with the STAIB PEEM using synchrotron radiation was 120-150nm and about 50-70nm was obtained using PEEM2. The resolution limit for both microscopes is in principle a factor 2 to 3 better but depends strongly on the flatness of the sample surface as well as the intensity of the incoming x-rays and thus the intensity of the image. To adjust the lens voltages such that the best resolution is achieved a large magnification has to be chosen. But with increasing magnification the total image intensity detected by the camera decreases significantly and the exposure time needed for every image time becomes to long to practically focus the image. For this reason the theoretical resolution limit is often not achieved for practical reasons.

The main difference between the two setups is that PEEM2 is located permanently at beamline 7.3.1.1 at the ALS, while the STAIB PEEM can be moved to different locations. For this reason it was possible to use this microscope in combination with an EPU beamline and full polarization control. The advantage of the PEEM2 is the mechanical stability and the close connection to a particular beamline which allows to optimize the optics as well as the acquisition software very well.

Using the PEEM2 setup XAS spectra from small areas (less than 1\(\mu m^2\)) on the sample \((\text{XAS Spectromicroscopy})\) can easily be obtained by synchronizing beamline and microscope control software. While the x-ray energy is moved step by step through an absorption resonance a PEEM image is acquired at each energy. The result is a so-called **image stack**. The dependence of the image intensity or electron yield of a particular spot yields a local x-ray absorption spectra. The XAS spectra are extracted after the actual image acquisition with the help of image processing software. The spectra can then be processed (background subtraction and normalization).

Using the STAIB PEEM only one image stack was acquired "manually". For this purpose the monochromator was moved ‘manually’ after each image was acquired. The actual electron current in the storage ring and the incoming intensity measured by the electron yield

\(^3\) These are the SMART project at BESSY2 (spectromicroscopy for all relevant techniques) and the PEEM3 microscope planned at the ALS
from a gold mesh located upstream was also noted by hand to appropriately normalize the spectra at the end. Unfortunately this method is rather time consuming. Nevertheless the experimental results obtained by this method at BESSY2 could later be reproduced using the more sophisticated approach available at the ALS.

2.3 X-Ray Absorption Line Shape

The following overview is taken from textbooks and articles about electrodynamics by J. D. Jackson [35], quantum mechanics by A. Messiah [54], the theory of angular momentum and its coupling rules by D. M. Brink and G. R. Satchler [12] and x-ray absorption spectroscopy by J. Stöhr [87] and F.M.F. de Groot [17].

2.3.1 Overview

It is evident from the Maxwell equations that the interaction of light with matter yields important information about the properties and the symmetries of the studied system. The electric field in vacuum $\vec{E}$ is connected with the dielectric polarization in matter $\vec{D}$ via the dielectric function $\epsilon$ [35].

$$\vec{D} = \epsilon_0 \epsilon \vec{E} \quad \text{with} \quad \epsilon = \epsilon_r + i\epsilon_i$$

(2.4)

The dielectric function represents the optical properties of the material or the response of the system to an external electromagnetic field. For the energy range which is discussed here, the optical properties are defined by the electronic structure of the material. The real part of $\epsilon$ describes how strong an external wave can polarize the matter. The imaginary part describes the dissipation of energy and for this reason is closely related to the absorption cross section. Both parts are function of the energy and the polarization of the incoming wave, hence $\epsilon = \epsilon(\omega)$ is a tensor quantity reflecting the symmetry and energy dependence of the electronic structure of the investigated system.

For a detailed calculation of $\epsilon(\omega)$ a quantum mechanical approach employing time dependent perturbation theory is used, leading to an expression for the absorption cross section known as Fermi’s Golden Rule. The expression describes the probability for an electromagnetic dipole transition $|ez\rangle$ from an initial state of the electronic structure $|i\rangle$ to a final state $|f\rangle$ to occur.

$$|<f|ez|i>|^2 \delta(E_f - E_i - \hbar\omega)$$

(2.5)

For a dipole transition to occur the energy of the incoming photon has to match the energy difference between two possible electronic states (delta function = energy conservation) of the system. Furthermore the intensity of a particular optical transition between two electronic states of the system can be calculated from its Hamiltonian. They can be precisely calculated if the wave functions of initial and final states are known, but an already very general conclusion about possible transitions (non vanishing dipole matrix element) can be drawn from the symmetry of the dipole operator $ez$ and its exchange properties (conservation of angular momentum) with the spin operator $S$ the angular momentum $L$ and the total angular
momentum $J$ derived by spin-orbit coupling. For an unpolarized incident electromagnetic wave one finds

\begin{align}
\Delta S &= 0 \\
\Delta L &= \pm 1 \\
\Delta J &= 0, \pm 1
\end{align}

Hence, only optical dipole transitions which do not change the spin of the system and increase or decrease the angular momentum by 1 are observed. The necessity of energy conservation and the optical transition rules which in other words represent the conservation of angular momentum limit the number of possible transitions. They represent the origin of the elemental and chemical sensitivity and enable the unambiguous identification of elements and their chemical state in an unknown sample.

So far, unpolarized x-rays were considered, but the conservation of angular momentum leads to another set of transition rules regarding the orientation of the total angular momentum $m_J$ for polarized x-rays. This is of particular importance here since in magnetic systems electronic states with different orientation of the total angular moment and not evenly populated and for this reason the following rules give rise to a \textit{dichroism effect} in magnetic systems, that means the optical properties or $\epsilon$ depends on the polarization of the incoming x-rays

\begin{equation}
\Delta m_J = \begin{cases}
0 & \vec{E} \parallel \vec{M} \\
+1 & \vec{\sigma} \parallel \vec{M} \\
-1 & \vec{\sigma} - \vec{M}
\end{cases}
\end{equation}

\subsection*{2.3.2 Energy Dependence - Chemical Specificity}

\textbf{XAS, Spin-orbit Coupling and Atomic States}

The lower panel in figure 2.5 shows soft x-ray absorption spectra of Fe, Co, Ni in the metallic as well as in a particular oxidation state. The absorption peaks or so called $2p - 3d$ white lines of each element appear at characteristic photon energies and consists of 2 pronounced \textit{resonances}. While the bare metals exhibit a simple line shape, the oxides reveal a more rich structure. The origin of the energy position (elemental sensitivity), the peak height (concentration sensitivity) and the fine structure (chemical sensitivity) of an x-ray absorption resonance is explained in the following using the transition of a 2p electron into two different final states as shown in the top panel of figure 2.5.

The first example, on the left side in the upper panel depicts the $2p^63p^9 \to 2p^53p^{10}$ transition of an 2p electron into a 3d shell filled with 9 electrons (1 hole, as for example in Ni). The second example assumes a 3d final state with 8 electrons (2 holes, as for example in Co or NiO) or $2p^63p^8 \to 2p^53p^9$. The possible ground and excited states are obtained by coupling spin and orbital momentum. The lowest energy states follow Hund’s rules. All possible states for the two configurations are illustrated in the figure.

For the single hole configuration only a $^2D \to ^2P$ is observed ($\Delta S = 0$ $\Delta L = +1$). The spin orbit coupling of the 2p-core hole splits the final state into $^2P_{3/2}$ and $^2P_{1/2}$. Both
2.3. X-Ray Absorption Line Shape

Figure 2.5: Chemical and Elemental Sensitivity of X-ray Absorption

Top: Ground state and excited state for a $2p^63d^9$ and $2p^63d^8$ configuration. For a $d^9$ configuration the $2P$ final state is only split by spin orbit interaction. In case of the $d^8$ configuration also the $3F$ ground state is split by a cubic crystal field in $e_g$ and $t_{2g}$ symmetry.

Center: L-edge XAS of metallic Fe, Co, Ni and Cu. Each resonance shows a $L_3$ and a $L_2$ resonance. The contribution of the $2p - 3s$ resonance is indicated in the Fe spectra.

Bottom: L-edge XAS of Fe, Co, Ni and related oxides [69]. Crystal field and charge transfer multiplet splitting cause the fine structure in the oxide XAS.
Table 2.1: Binding Energies and Spin-Orbit Coupling of 3d-Metals

<table>
<thead>
<tr>
<th>Element</th>
<th>$E_{2p_{3/2}}$ (eV)</th>
<th>$E_{2p_{1/2}}$ (eV)</th>
<th>$E_{s-o}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>638.7</td>
<td>649.9</td>
<td>11.2</td>
</tr>
<tr>
<td>Fe</td>
<td>706.8</td>
<td>719.9</td>
<td>13.1</td>
</tr>
<tr>
<td>Co</td>
<td>778.1</td>
<td>793.2</td>
<td>15.1</td>
</tr>
<tr>
<td>Ni</td>
<td>852.7</td>
<td>870.0</td>
<td>17.3</td>
</tr>
<tr>
<td>Cu</td>
<td>932.7</td>
<td>952.3</td>
<td>19.6</td>
</tr>
</tbody>
</table>

The different optical transitions can now be distinguished by scanning the energy of the incoming x-rays and monitoring the x-ray absorption cross section (see section 2.2.1). The electron binding energy as well as the spin-orbit coupling of a 2p electron depends strongly on the charge of the nucleus. For this reason it is possible to distinguish the absorption resonance of Ni from that of Co by the x-ray energy where they appear, although their line shape is very similar. The 2p binding energies of the elements of interest are shown in table 2.1 (taken from [5]). Considering that monochromatic x-rays with a bandwidth better than 0.5eV are available in this energy region different elements in an unknown sample can be identified by the absolute energy position where the L$_3$ and L$_2$ absorption resonances appear.

This is now shown in the center panel of figure 2.5. For each of the investigated 3d-transition metals an absorption peak at the energies mentioned in the table appears. Each

---

4The spin-orbit energy is inverse proportional to the distance between the electron an the nucleus. While the spin orbit coupling is of the order of 10-20eV in the 2p core levels it is very small for the 3d final states (0.001-0.01eV)
white line exhibits a certain line width (1-2eV) due to the finite lifetime. An interesting observation is that the white line intensity decreases with increasing atomic number. This is due to the fact that at the same time the number of d-electrons increases and therefore the number of possible final states decreases. The so-called white line sum rule states that the integrated intensity of a 2p white line is proportional to the number of holes in the d-shell of the particular element. The white line sum rule can be used to determine the absolute or relative concentration of an element in a sample. For the absolute determination the integrated intensity needs to be compared to a suitable standard sample. For a relative determination a knowledge of the relative number of holes in the d-shell is sufficient.

So far no transition into an s-orbital is considered, although they are optically allowed. Their contribution to the spectrum is indicated with a step like underground in the Fe spectra in figure 2.5. Because of their spherical symmetry they do not play a role in the magnetic studies presented in this thesis. They can be subtracted from the spectrum by using Voigt- or in the simplest case arctan functions [15]

**Multiplet Splitting**

The next question that needs to be addressed is why the spectrum of Ni and NiO for example can be distinguished. The charge of the nucleus is the same in both cases, so the absorption lines should appear at the same positions which they do. A general observation is that the white line intensity of the NiO spectrum will be larger following the white line sum rule due to the different oxidation state. Furthermore the step-like underground observed in the metal x-ray absorption will be decreased in the oxide, because of hybridization between the nickel s-orbital and the oxygen p-orbital. Optical transitions into the \( sp \) hybrid orbital from the metal 2p-orbital are suppressed because of the \( \Delta L = \pm 1 \) rule. Altogether the peak intensity to background ratio is increased in the oxide with respect to the metal.

The more pronounced difference is the shape of the absorption resonance itself. In the lower panel of figure 2.5 the spectra of some 3d metals and a particular oxide are shown. In this case the intensities of the oxide XAS are scaled such that the shape of the spectra can be compared. Note that otherwise the white line sum rule could be observed in all cases. All oxide spectra show a rich fine structure, where each of the \( L_3 \) and \( L_2 \) resonance splits further up into different peaks. The splitting is referred to as multiplet splitting. The effect of multiplet splitting is that the \( m_J \) degeneracy (for example \( ^3F_4 \) with \( m_J = -4 \ldots + 4 \)) of given atomic state is cancelled and the different \( m_J \) sub levels in ground and final state are now separated by a few hundred meV to a few eV and thus can be identified. The \( m_J \) sub-levels are not shown in figure 2.5 because they appear at basically the same energies in the bare metals. Two possible origins of multiplet splitting especially in oxides are discussed in the following.

**Ligand Field Multiplet**

So far only the ground state of a single atom has been considered. However, in the solid state the atom is embedded into a matrix and the influence of its neighbors onto the atomic
Hamiltonian is described in terms of a perturbation introduced by the ligand field. The dominant ligand field in 3d metals and their oxides is the one with cubic symmetry. It splits the ground state into different sub levels and the binding energy of an electron now depends on its $m_J$ quantum number that is the direction of its momentum. The splitting is typically quantified by a number referred to as $10D_q$.

In an octahedral symmetry like in NiO for example the field of the surrounding atoms has cubic symmetry $O_h$. The d-orbitals pointing into the direction of the neighbors ($d_{3z^2-r^2}$, $d_{x^2-y^2}$) interact more strongly and are therefore more strongly bound ($E_g$-symmetry). In this symmetry the other 3 orbitals which are ($d_{xy}$, $d_{yz}$, $d_{zx}$ ($T_{2g}$-symmetry) point between the neighboring atoms and are less strongly bound. In consequence this leads to an energetic separation of the different d-orbitals depending on their orientation. The size of the splitting $10D_q$ is typically of the order 1-2eV. This is again larger than the typical bandwidth and energy resolution of the x-rays used in the experiment, thus the ligand field multiplet splitting is observable in the experiment. The ligand field splitting is indicated in the $3^3F_4$ ground state shown in figure 2.5.

**Charge Transfer Multiplet**

Another source of peak splitting is charge transfer. The motivation for this approach is that experimentally observed oxidation numbers in solid states are fractional numbers and therefore an additional charge has to be partly transferred between the neighboring and the central atom. This is accomplished by assuming a mix of a $d^n$ and $d^{n+1}$ state as a general $(d^n + d^{n+1} \beta) \text{ ground state}$. Because of its different symmetry and its different Coulomb interaction the $d^{n+1}$ state does appear at a slightly different energy and it includes a different set of $m_J$ states. These are energetically separated from the $m_J$ states in the $d^n$ state. It is important to note that using this approach, typical solid state properties like fractional valencies, magnetic moments and d-band occupation can be included into an atomic approach to describe the ground state properties.

### 2.3.3 Dichroism - Magnetic Sensitivity

**Overview and History**

In a next step the polarization dependence of the absorption cross section will be discussed. If the dependence is caused by the magnetism of the sample it is referred to as magnetic dichroism. Magnetic dichroism in the visible region is used for more than a 100 years (e.g. magneto optic kerr effect) to characterize magnetic samples. Using x-rays the approach is rather new. Magnetic linear dichroism in XAS has been predicted in the XAS of rare earth metals in 1985 [96]. The linear and circular dichroism for the 3d metals was predicted in 1991 [101]. The interest in circular dichroism at the L resonances increased with the proposal of sum rules. They connect the dichroism intensity with the orbital moment (Thole et al. [94]) the spin density (Carra et al. [14]) or the spin moment [88]. A general overview about the correlation between magnetism, spin-orbit coupling and the anisotropy energy and the
dielectric tensor for a wide range of photon energies can be found in articles by H. Ebert et al. [21, 20]. More specific reviews focusing on the applications of soft x-ray dichroism are found in [90, 89, 41]. The following explanations are taken from these references.

**Origin of Magnetic Dichroism**

The underlying principle of magnetic dichroism is explained in the following. For this purpose the $^2D \rightarrow ^2P$ transition is considered again. This time the different $m_J$ sub levels are shown as well. The left column of figure 2.6 shows all possible optical transitions using linear or circular polarization of either helicity contributing to the $^2D_{5/2} \rightarrow ^2P_{3/2}$ or L$_3$ transition (top row) and the $^2D_{3/2} \rightarrow ^2P_{1/2}$ or L$_2$ resonance (bottom row).

The first observation is that there are twice as many transitions contributing to the L$_3$ resonance (12) as to the L$_2$ resonance (6). This holds true as long as the spin-orbit coupling in the d-states is small so that the population of the $^2D_{5/2}$ and $^2D_{3/2}$ is equally possible. In the case of considerable spin-orbit coupling in the ground state, this is not completely true anymore and from the ratio of the white line intensities conclusions about the spin-orbit coupling energy can be drawn [95]. However in general the intensity of the L$_3$ resonance is twice the L$_2$ resonance. An example of an L-edge XAS spectra is shown on the bottom including the background resulting from p – s transitions.

The second observation is that for each of the three different polarizations a different subset of $4(2)$ excitations contributes to the line shape. If all the different $m_J$ states appear at the same binding energy and are evenly populated, no dependence of the L-edge XAS line shape on the polarization of the incident x-ray photon is observed. However, a characteristic property of a magnetic sample, a sample with a preferred direction of the magnetic moment, is that the $m_J$ levels are not evenly populated and therefore a difference or dichroism in the absorption line shape can be observed. If certain $m_J$ levels corresponding to configurations where the total moment is parallel to a particular direction (ferromagnet) or collinear to a certain axis (antiferromagnet) are stronger populated than other such an asymmetry in the density of states together with the optical transition rules for $m_J$ lead to magnetic dichroism.

**2.3.4 X-Ray Magnetic Circular Dichroism - XMCD**

**Origin of XMCD**

In a ferromagnet the net magnetization is caused by the fact that the total energy is lowered when neighboring spins are aligned parallel (exchange energy). For this reason electronic states with a particular $m_J$, for example corresponding to a spin down configuration, are preferentially occupied. This is illustrated in the middle row of figure 2.6. The light gray areas represent the probability of an electron to populate the corresponding $m_J$ level in the ground state. The probability is inverted with respect to $m_J$ between the $^2D_{5/2}$ and $^2D_{3/2}$ state, because the spin-orbit coupling is opposite in these two states. The total L$_3$ absorption intensity for either left or right circular polarization can be obtained by adding the 4 possible
transitions weighted with the occupation of the particular sub level that has been excited\(^5\). Red bars correspond to sub levels excited with positive and green bars to sub levels excited with negative helicity. White bars represent sub-levels that are not excited due to the dipole selection rule. One finds that the \(L_3\) absorption intensity is increased if excited with x-rays of a particular helicity, \(\sigma^+\) in this example, while the opposite behavior is observed for the \(L_2\) absorption.

Exactly this observation is referred to as magnetic circular dichroism. A typical dichroism spectrum which is obtained by calculating the difference between spectra obtained with different helicity of the x-rays is shown in the lower panel of figure 2.6, it consists of two peaks in opposite direction. The contributions from transitions with different \(m_J\) to the dichroism spectrum are also shown. In a metallic 3d ferromagnet the \(m_J\) sub levels are only separated by a few meV and therefore the different transitions are usually not resolved in an XAS experiment. This is why the total observed \(L_x\) absorption intensity is simply the sum of all \(m_J\) contributions, that are depicted in the upper panel of the figure.

### Application of XMCD

From an experimental point of view magnetic circular dichroism can be considered as a modulation of the \(L_3/L_2\) absorption intensity ratio depending on the angle between magnetization and the helicity of the incoming x-rays. The modulation intensity will be proportional to the degree of circular polarization needs and the atomic magnetic moment, which determines the asymmetry in the density. This intensity ratio will be referred to as XMCD intensity. A very general expression for the electron yield intensity originating from a particular absorption resonance can be written in the following

\[
I_L = I_0 + C_M P \left| \vec{M} \right| \cos(\vec{\sigma}, \vec{M}) \tag{2.10}
\]

\(I_0\) represents the isotropic absorption intensity which can be observed for example if the sample has been demagnetized or by averaging over the spectra obtained with opposite helicity. The isotropic intensity is now modulated due to circular dichroism with an amplitude factor proportional to the size of the magnetic moment \(C_M\), the degree of circular polarization and the angle between magnetization \(\vec{M}\) and helicity \(\vec{\sigma}\) that means the direction of the magnetic moment. The constant \(C_M\) depends on the material and its particular electronic structure. If the direction of the magnetic moment of the sample is kept fixed, for example by an external field the XMCD allows to determine the atomic spin and orbital moment per electron by using sum rules \[94, 14\]. These are given in the following for the special case of 2p-3d transitions. Here \(L_X\) denotes the integrated intensity of the \(L_X\) contribution to the XMCD spectra and \(n_{3d}\) is the number of electrons occupying the 3d levels, typically a fractional number.

\[
m_o = -\frac{4}{3}(L_3 + L_2)(10 - n_{3d}) \tag{2.11}
\]

\[
m_s = -2(L_3 + 2L_2)(10 - n_{3d}) \tag{2.12}
\]

\[
m_e = -\frac{4}{3}(L_3 + L_2)(10 - n_{3d}) \tag{2.13}
\]

\(^5\)In principle the transition probability depends on \(m_J\) as well. This is neglected here for simplification
Figure 2.6: Origins of Dichroism

Left: Possible optical $2D \rightarrow 2P$ transitions considering the $m_J$ sub levels and the polarization of the incoming x-rays. The resulting spectrum and the contribution of the different polarizations are shown on the bottom. The step-like underground included in the spectra (black) results from transitions into s-states. Middle: Excitations observed with circular polarized light of different helicity (indicated by green and red) in a magnetic sample with a preferential occupation of states with negative $m_J$. The intensity of each L-resonance is the sum of all excitations and a difference in absorption intensity is observed. All transitions appear at the same energy, because the different binding energies of the $m_J$ sub levels cannot be resolved experimentally. The XMCD intensities do exhibit a different sign and size at $L_3$ and $L_2$ resonance. Right: Transitions observed with two linear x-ray polarization oriented parallel and perpendicular to the magnetization axis. Again different $m_J$ sub-levels are excited. The sum over all contributions to the difference is close to zero, so a dichroism can only be observed experimentally if these levels are separated in energy. For example if transitions from sub levels with larger $m_J$ appear at lower binding energies (Zeeman effect) as shown in the lower panel the typical XMLD spectra is observed. The difference spectra at the two $L_x$ resonances exhibit the same sign and approximatively the same size.
The following experimental details need to be considered to extract the absolute moment. The difference spectra \( I_{\sigma_+} - I_{\sigma_-} \) have to be appropriately normalized so that its values are meaningful, for example by referencing it to the number of holes in the 3d shell. This is done by dividing it by the integrated intensity of the isotropic spectra (white line sum rule) which can be obtained by calculating the sum of \( I_{\sigma_+} + I_{\sigma_-} \). To exclude contributions from \( 2p - 3s \) transitions in the isotropic spectra a step like underground is subtracted first, since the XMCD signal only originates from the \( 2p - 3d \) transition.

**Ferromagnetic Contrast Using XMCD**

Both sum rules have been experimentally proven for the most prominent ferromagnetic 3d metals by Chen *et al.* [15]. For these materials the constant \( C_M \) is known and the angular term in equation (2.10) can be directly analyzed which allows to exploit XMCD in a *ferromagnetic vectorial magnetometer*. The direction of the magnetization of a sample or in different ferromagnetic domains of a sample can be unambiguously identified by this method. In the following it is illustrated how x-ray magnetic circular dichroism is used in a PEEM to image the lateral distribution of the net magnetic moment in a sample [92], which is often referred to as *domain pattern*.

The variation of the electron yield across ferromagnetic domains after illumination with circular polarized light is shown in the sketch in the upper left of figure 2.7. The magnetization vector of each domain includes a different angle with the helicity of the x-rays and therefore each of the x-ray absorption spectra obtained from each domain (upper right panel) exhibits a different \( \text{L}_3/\text{L}_2 \) ratio and images acquired at the two resonances show four different grey levels with opposite contrast at the two resonances. The final XMCD image on the right is derived by division of the single images and it represents a map of the XMCD intensity that is the \( \text{L}_3/\text{L}_2 \) ratio and thus the direction of the magnetic moment. The further advantage of the calculation of the division image is that electron yield variations that are caused by inhomogeneous illumination or topographic features will cancel out and does not appear.

The basic symmetry of a domain pattern can be already deduced from the XMCD image itself, especially if the experimental setup allows to rotate the sample so that several images in different geometries can be acquired. However a precise determination of the direction of the magnetization in each domain from the XMCD intensity involves an appropriate background subtraction and normalization that can not easily be achieved in a PEEM image. For this purpose the spectra calculated from images stacks acquired in each of the ferromagnetic domains are used. The absolute XMCD intensity within each domain can be extracted and the angle of the magnetic moment can be determined by comparing tyhe experimentally derived values to appropriate references [15].

The ability to acquire high quality spectra from a single ferromagnetic as well as anti-ferromagnetic domains, introduced in the following section, makes PEEM a powerful tool to image the magnetic domain structure of these systems [60, 62, 61].
Figure 2.7: Imaging of Ferromagnetic Domains Using XMCD
XMCD of a Fe surface with four different ferromagnetic domains. The electron yield depends on the angle between the helicity and the magnetization (upper left). Four different characteristic absorption spectra are obtained from the four different domains (upper right). PEEM images acquired at each resonance exhibit opposite contrast as shown in the lower panel showing the principal XMCD behavior. The resulting XMCD image is achieved by dividing or calculating the asymmetry of the two single images. The arrows represent the direction of the magnetic moment within each domain.

2.3.5 X-ray Magnetic Linear Dichroism - XMLD

Origin of XMLD

X-ray magnetic circular dichroism is not useful if there is no net magnetic moment present, for example in an antiferromagnetic system. Nevertheless as long as the magnetic moments are not distributed isotropically but preferentially aligned parallel to a certain crystal axis this will result into an anisotropy of the optical properties as well. This effect is referred to as x-ray magnetic linear dichroism and can be observed when linear polarized light is incident along perpendicular axes of the magnetic system.

In case of an antiferromagnet the exchange energy will cause sub levels with a larger absolute \( m_J \) (magnetization collinear with the quantization axis) to be stronger populated than

\[
I_{13,12} \sim +/ - \sigma \mathbf{M} \cos(M, \sigma)
\]
sub levels with a magnetic moment perpendicular to the quantization axis. This is illustrated in the right panel of figure 2.6. The figure shows that with a polarization perpendicular to the quantization axis, all 6(4) different levels of the L₃(L₂) line will be excited, while the other polarization only accesses 4(2) ground states. Note that the excitations labelled 'E perp. M' are represented by an equal superposition of excitations of opposite circular polarizations. The contribution of the different \( m_J \) sub levels to the x-ray absorption spectra is shown in the figure as well as their contribution to the difference or XMLD spectrum.

In contrast to the XMCD effect the sign of the difference spectra is the same for both resonances. According to the white line sum rule this would mean that the number of d-holes probed with different x-ray polarization in the initial state are different. In systems with highly anisotropic charge distribution density like High-Tₚ superconductors or polymers, the number of d-holes might indeed be strongly different along different directions. This behavior is referred to as charge dichroism and is observed for example in antiferromagnets like LaCuO₄ or FeF₂ in addition to the XMLD effect. However, this is not the case in an antiferromagnet with a simple cubic symmetry like NiO or CoO or in the 3d ferromagnetic metals in which the sum of all contributions from different \( m_J \) sub-levels to the XMLD has to vanish. The conclusion is that in order to observe magnetic linear dichroism the sub levels with the highest absolute \( m_J \) that are only observed with one polarization have to be at a different binding energy than the other sub levels or in other words the \( J \) or the \( m_J \) degeneracy needs to be lifted.

One possible origin of sub level splitting is the Zeeman energy, which favors parallel (perpendicular) alignment of the magnetic moment originating from the electron (hole) with the exchange field of the surrounding atoms \( E \sim MH \). Assuming an exchange field of 1000 Tesla and a magnetic moment of 2 Bohr magneton a splitting of 50meV is expected. For the considered ²D ground state the binding energy of the \( m_J = \frac{5}{2} \) (hole-) states will therefore be 50meV smaller. This is illustrated in the XMLD spectra on the bottom right of figure 2.6, which is obtained if the difference \( E \parallel M - E \perp M \) is calculated. The colored bars represent the contributions from the excitations with the three different polarizations. The lower binding energy \( m_J = \frac{5}{2} \) is only observed with a perpendicular polarization vector, leading to a negative peak in the difference as calculated. The negative intensity in the XMLD spectra is compensated by the positive intensity in the second peak ⁶.

Application of XMLD

Since the energy resolution of the x-rays is typically more than 50meV the experimental determination of XMLD in a system with Zeeman energy as the only origin of splitting between different \( m_J \) levels represents an experimental challenge (see for example [78]). XMLD on metallic or even ferromagnetic systems is nevertheless of great interest because XMLD probes directly the magnetic anisotropy or in other words is a measure for the expectation value \( < M^2 > \) [96, 102, 91]. By using appropriate sum rules [100] the anisotropy energies can be determined [18].

⁶The opposite behavior is observed for a 3d metal with less than half filled shell.
The XMLD effect becomes more prominent if the different \(m_J\) states are well separated by multiplet splitting which has been discussed previously. For this reason the first convincing experimental evidence for XMLD has been found on rare earths [102]. A few years later XMLD could be observed on transition metal oxides for example on antiferromagnetic \(\text{Fe}_2\text{O}_3\) [46] where the ligand field and charge transfer mechanisms lead to a distinct multiplet splitting.

Note, that ferrimagnets exhibit compensated as well as uncompensated collinear order and therefore show both types of dichroism. The correlation between these has been shown on \(\text{Fe}_3\text{O}_4\) for example by Kuiper et al. [45].

**Quantifying XMLD**

For antiferromagnets XMLD is currently the only technique to quantify the orientation of the antiferromagnetic axis at surfaces. For this purpose the observed XMLD signals are analyzed in a quantitative way in this thesis. An XMLD intensity similar to the XMCD intensity will be defined as the x-ray absorption ratio between the low and the high energy absorption fraction within an absorption resonance, for example \(L_{2a}\) and \(L_{2b}\) as noted on figure 2.6. The only normalization procedure which is applied in this case is to subtract a linear background such that the XAS intensity equals zero before and after the \(L_2\) resonance. One finds for the dependence of the XMLD intensity ([96, 102]) on the angle between the incident electromagnetic field \(\vec{E}\) and the thermodynamic expectation value of \(<M^2>\).

\[
I_L = I_0 - C <M^2> (3\cos^2(\vec{E}, <\vec{M}^2>) - 1) \quad (2.14)
\]

The XMLD intensity will exhibit maxima for parallel and perpendicular alignment of electric field and magnetization axis, thus it exhibits a 180° periodicity in contrast to the 360° periodicity observed for the XMCD intensity. Similar to the case of XMCD the XMLD intensity can be used as an antiferromagnetic vectorial magnetometer if the constant \(C\) is known. In this thesis the antiferromagnetic structure of NiO will be investigated. Van Veenendaal et al. [104] and D. Alders, J. Vogel et al. [2, 3, 1] studied the angular and temperature dependence of the NiO XMLD signal in detail and their results are used as a reference here. Alders et al. found the following relation for the XMLD intensity of NiO at room temperature.

\[
I_{\text{XMLD}} = 1.27 - 0.45\cos^2\alpha, \text{ or } 21.5\% \text{ maximum contrast} \quad (2.15)
\]

This experiment was performed with a energy resolution of the incoming photons that was sufficient to clearly separate the two peaks (< 0.4 eV). For the experiments described in this thesis the best energy resolution that could be achieved was (0.65 eV) and for this reason a smaller contrast is observed. For the two relevant peaks which are separated by 1.3eV the reduction in contrast is estimated to be 15%. Finally the following expression for the determination of the antiferromagnetic axes are obtained.

\[
I_{\text{XMLD}} = 1.25 - 0.39\cos^2\alpha, \text{ or } 18.5\% \text{ maximum contrast} \quad (2.16)
\]
Figure 2.8: Imaging of Antiferromagnetic Domains Using XMLD

XMLD of a NiO(001) surface with two different antiferromagnetic domains. The electron yield depends on the angle between the electric field and the magnetization axis (upper left). The XMLD intensity changes the sign within each fraction of the L\textsubscript{2} resonance (upper right). PEEM images acquired at each resonance therefore exhibit opposite contrast as shown in the lower panel. The resulting XMLD image is achieved by dividing or calculating the asymmetry of the two single images. Arrows indicate the orientation of the magnetic axis in each antiferromagnetic domain.

The maximum values of 1.25 and 0.86 are indeed observed in the experiment. For an angle of 54.7\degree between electric field and magnetic axis the cosine term vanishes and the line shape is not influenced by the long-range magnetism anymore (isotropic spectrum). The isotropic spectrum is determined by the electronic as well as the spin symmetry of the crystal and will be used as a reference for the chemical and structural quality of the sample. Note that both expression the one found by Alders et al and the one used in this context lead to the same isotropic value of 1.12.
Antiferromagnetic Contrast Using XMLD

XMLD has been employed to image antiferromagnetic contrast [81, 91] or more recently a particular antiferromagnetic domain pattern [76, 32]. The same procedure for the image acquisition and the data analysis that has been described for XMCD are applied in case of XMLD. The procedure to acquire an XMLD image showing antiferromagnetic domain contrast and the XMLD spectra resulting from image stacks are shown in figure 2.8. For all images of antiferromagnetic domain patterns of NiO shown in this thesis two images are acquired at each peak within the NiO L\textsubscript{2} resonance. The L\textsubscript{2} resonance is chosen because the isotropic absorption intensity of the two peaks is very similar and the same exposure time can be chosen for the two images. This is in contrast to the L\textsubscript{3} resonance, where the isotropic absorption intensity is different by about a factor of 4 (see for example figure 4.2. The final XMLD image represents the ratio of the two images with opposite contrast. Again as for the case of XMCD, useful information about the principal symmetry of the domain pattern and the distribution of antiferromagnetic axes can be extracted from XMLD images obtained in different geometries. Nevertheless an exact determination of the antiferromagnetic axis could only be achieved by acquiring absorption spectra in each antiferromagnetic domain and analyzing the micro-spectroscopic and extracting the XMLD intensity.
Chapter 3

Antiferromagnetic Structure of NiO

3.1 Introduction

3.1.1 NiO as a Model Antiferromagnet

The characterization of the antiferromagnetic order at surfaces and interfaces, in particular a determination of the direction of the antiferromagnetic axis and magnetic direction within each magnetic domain, is crucial to improve the understanding of exchange anisotropy. For this reason a dichroism spectromicroscopy study will not only be restricted to a single image of the surface domain topology but will also include its quantitative analysis and comparison to the bulk structure. It will make use of the angular dependence of the XMLD and XMCD effect to determine the orientation of the AFM axis as well as the FM direction domain by domain.

This study focusses on antiferromagnetic NiO(001) surfaces and their magnetic coupling behavior to thin ferromagnetic layers. NiO is used as an AFM in technical relevant structures. Its scientific relevance originates in the fact that it can serve as model antiferromagnet. In the following the three major requirements for a model antiferromagnet are listed.

1. The antiferromagnetic bulk structure of NiO is well established since the 1950s from extensive studies using neutron diffraction as described in numerous references [79, 80, 71, 109, 108, 107]. The surface ordering can thus be compared to the situation in the bulk.

2. Recent studies established the angular and temperature dependence of the XMLD effect on NiO thin films quantitatively. This can be used to calibrate the antiferromagnetic magnetometer as described in the previous chapter [1].

3. The AFM ordered (001) surface can be prepared by cleaving single crystals. Subsequent cycles of ion etching using Ar+ ions and annealing at 600K furthers improve the quality of the surface and clean well ordered surfaces are available by means of UHV based techniques.
3.1.2 AFM Domain Formation

The following explanations are taken from publications by Yamada et al. [109, 108, 107] and Roth et al. [71]. The authors studied the bulk antiferromagnetic structure with neutron and x-ray diffraction based techniques.

The appearance of magnetic domains is a typical phenomena of magnetically ordered systems in general. However, the origin of domain formation in an antiferromagnet is of different nature than in a ferromagnet due to the magnetically compensated nature of the spin structure. In a ferromagnet the magneto static energy stored in its stray field caused by the net magnetic moment increases the total energy significantly and so the system decomposes in magnetic domains to decrease the magneto static energy again. Ideally the magnetic flux remains then closed within the sample and the exchange energy needed to rotate spins against each other from one domain to another can be afforded. Furthermore the long range dipolar interaction of spins in the center of the sample with spins at its border leads to so-called shape anisotropy. Roughly spoken this anisotropy causes spins to align parallel to the physical borders of the system. Both of these two energies do not contribute significantly to the magnetic energy of an antiferromagnet. The first contribution to the magnetic energy that both systems have in common is the magneto crystalline anisotropy energy, which originates in the spin-orbit interaction that couples spin and orbital degree of freedom. The effect of the magneto crystalline anisotropy is that the spins will follow the orbital moment and align parallel to certain crystal axis, which are given by the electronic structure and the symmetry of the crystal. While the interaction between shape and magneto crystalline anisotropy determines the easy axes in a ferromagnet, higher order contributions have to be considered in an antiferromagnet, for example the magneto elastic anisotropy. A deformation of the lattice and reduction of its symmetry may lead to a net gain in magneto crystalline anisotropy energy or even short range dipolar energy. The concurrence of magneto elastic, short range dipolar and magneto crystalline energies determines the easy axes in an antiferromagnet. If more than one easy axis is present or lattice defects will change the elastic energy of the system the antiferromagnet will decompose in several magnetic domains. Recently Gomonay et al. [28] have been theoretically investigated the correlation between magnetostriction and antiferromagnetic domain formation in the bulk and at surfaces. They found that similar to magnetic charges at ferromagnetic surfaces 'elastic charges' at antiferromagnetic surfaces cause an 'elastic stray field' which determines the domain structure.

3.2 Spin Symmetry in NiO

3.2.1 T(win)-Domains

In order to compare the antiferromagnetic domain pattern at the surface of NiO to the antiferromagnetic ordering in bulk crystals, which is a major subject of this thesis, the well known bulk structure will be reviewed. At this point only the observed spin symmetry will be described, without considering any lattice deformations or any particular orientation of the spin axis.
3.2. Spin Symmetry in NiO

Nickel and oxygen atoms form together a rock salt type crystal. The left panel in figure 3.1 shows the principal symmetry. Nickel atoms are represented by little spheres located on [110] positions forming a fcc sublattice. They are connected by oxygen atoms represented by bigger yellow spheres along the [100] direction. The oxygen 2p orbital overlaps with a 3d orbital of each of the neighboring nickel atoms leading to the so-called super exchange interaction. This interaction between the two otherwise independent electrons causes the antiparallel alignment of their spins by following the Pauli principle and thus the three different [100] axes define the intrinsic antiferromagnetic propagation axes\(^3\) in NiO. A particular [100] direction is indicated in the figure. Unfortunately the magnetic symmetry of the fcc nickel sublattice is not yet determined by the intrinsic antiferromagnet propagation axes in the rock salt crystal because the [100] directions do not represent a set of basis vectors in a fcc type lattice.

For an unambiguous characterization of the magnetic symmetry the spin order along the [110] directions has to be defined. The right panel in figure 3.1 shows one possible spin order obeying the requirement of antiparallel coupling across [100]. Nickel atoms with spin up or down are distinguished by blue or red spheres in the figure. The central atom at

\(^3\)An antiferromagnetic propagation axis is an axis in the lattice where the spins of adjacent atoms are opposite to each other.

---

**Figure 3.1: The Crystal Structure of NiO**

Left: Sketch of the crystal structure of NiO showing the (100) (rectangles) and (111) (triangles) planes. The nickel atoms (small spheres) are positioned on [110] sites and form an fcc lattice. They are connected by oxygen atoms (large yellow spheres) along [100], the direction of the super exchange interaction.

Right: Possible symmetry of the spin lattice. Red and blue spheres represent atoms with spin up or down. The coupling across oxygen atoms along [100] is always antiparallel resulting in compensated (100) planes. One out of four possible (111) planes, neglecting spin inversion exhibits ferromagnetic order.
Table 3.1: Possible Spin Symmetries in NiO

Possible AFM symmetries named T-domains and labelled by the (111)-plane which exhibits ferromagnetic order in the particular symmetry. The columns mention the ferromagnetic and antiferromagnetic propagation axes. Note, one of the ferromagnetic propagation axis coincides with the spin axis realized in antiferromagnetic spin domains, while the other one is realized in walls between twin domains.

(000) is shown in red. To obtain a magnetically compensated cell three of the [110] axes need exhibit antiferromagnetic order while the other three will coincide with ferromagnetic propagation axes. The number of permutations of ferromagnetic and antiferromagnetic axes is now reduced to the intrinsic [100] antiferromagnetic axes. For example [110] and [110] cannot represent AFM (or FM) axes at the same time. As a result only four different permutations (neglecting spin inversion) of AFM and FM axes are possible. The characteristic feature for each of these permutations is that atoms within a particular (111) plane (formed for example by the red spheres in figure 3.1) show ferromagnetic order while adjacent (111) planes are aligned antiparallel. A particular spin symmetry is labelled by the normal of the plane which exhibits ferromagnetic order. A macroscopic crystal may now exhibit different spin symmetries in different regions of the crystal. In this case the spin lattice is twinned and the different spin symmetry domains are referred to as T(win)-domains. Table 3.1 shows the four possible T-domains as defined by their ferromagnetic plane, or their antiferromagnetic propagation axes. Also included in the table, for later references, are the ferromagnetic propagation axes to the nearest and the next nearest neighbor.

### 3.2.2 T-Domain Walls

Two T-domains adjoining each other will form an antiferromagnetic domain wall parallel to a certain crystal plane. The wall plane is defined by the magnetic axes mentioned in table 3.1 that the two domains have in common. For example $T_1$ and $T_2$ share the ferromagnetic axis.
3.2. Spin Symmetry in NiO

Figure 3.2: Possible Walls between T-domains.

Representation of a particular T-domain (blue spin (↑) and red spin (↓) spheres) separated by three wall planes from another T-domain (cyan (↑) and magenta (↓) spheres). The (001) and (110) are mirror planes for the spin symmetry, they represent low energy bulk walls. The (110) wall is not a simple mirror plane and is therefore not observed in the bulk.

[01\bar{1}] and the antiferromagnetic axis [011]. These two axes together define a (100) plane, which now separates a (111) ordered region from a (\bar{1}11) ordered region. The (100) plane is defined by two common magnetic axis. There are two more domain walls possible between T\textsubscript{1} and T\textsubscript{2} defined by only one of the common [110] axes together with one of the [100] intrinsic antiferromagnetic axes which all antiferromagnetic domains have in common. In this example these are the (110) and (1\bar{1}0) planes.

To elucidate the differences between the three type of T-domain walls figure 3.1 shows a particular T-domain represented in the same way as in figure 3.1 with blue and red spheres, and how it can be translated into another T-domain represented by cyan and magenta spheres. The (110) and the (001) wall have in common that they are both perfect mirror planes regarding the spin lattice. Every blue sphere translates into a cyan sphere and every red
Table 3.2: Possible Walls Between T-domains
Possible T-walls between T domains T_i and T_j. The first row denotes the common magnetic axes. Planes listed in the second row describe high symmetry favorable domain walls. The domain walls listed in the third row are of lower symmetry and are not observed in the bulk.

<table>
<thead>
<tr>
<th>T_1/T_2</th>
<th>T_1/T_3</th>
<th>T_1/T_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>[011][011]</td>
<td>[101][101]</td>
<td>[110][110]</td>
</tr>
<tr>
<td>(100)(011)</td>
<td>(010)(101)</td>
<td>(001)(110)</td>
</tr>
<tr>
<td>(01T)</td>
<td>(10T)</td>
<td>(1T0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T_2/T_3</th>
<th>T_2/T_4</th>
<th>T_3/T_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>[110][110]</td>
<td>[101][101]</td>
<td>[111][011]</td>
</tr>
<tr>
<td>(001)(01T)</td>
<td>(010)(101)</td>
<td>(100)(011)</td>
</tr>
<tr>
<td>(011)</td>
<td>(101)</td>
<td>(110)</td>
</tr>
</tbody>
</table>

sphere translates into a magenta sphere if mirrored at the domain wall plane. This is not the case for the (110) plane which is not a mirror plane for the spin lattice. Roth et al. report that only walls, which are mirror planes for the spin lattice will be observed between T-domains in the bulk. This has been corroborated experimentally so far, because the third type of wall has never been observed in the bulk of NiO. It will be shown in the next section that the third wall is incompatible with the magnetoelastic forces on both side of the wall. One important result of this work is that the third type of wall can indeed be observed at the surface of NiO, where the mirror symmetry is broken and the magnetic energy of an antiferromagnetic domain wall does not depend anymore on the fact whether it represents a mirror plane or not. For reference, all possible walls and common axes of the four different T-domains are listed in table 3.2.

3.3 Easy Spin Axes in NiO

3.3.1 S(pin)-Domains

So far only the spin symmetry of the complete antiferromagnetic crystal has been addressed. Whether or not the crystallographic T(win)-domains of the spin lattice also represent magnetic S(pin)-domains will depend on the fact whether different T-domains favor a different magnetic spin axis or not. A detailed discussion of the origin of antiferromagnetic domains and their relation to magnetoelastic deformation as origin of antiferromagnetic domain formation as mentioned in section 3.1.2 has been presented by Yamada et al. [109]. The author calculates the contributions to the magnetic static energy of NiO allowing a complete devi- ation from the perfect cubic lattice in terms of rhombohedral ([111]), monoclinic ([1T0]) and orthorhombic ([001]) deformation. The results are presented in the following.
Figure 3.3: Possible Spin Directions in a T-domain.

Top: A lattice cell in NiO. The spins of each atom within a particular (111) plane exhibit ferromagnetic order and are aligned parallel to the plane. At the same time a rhombohedral lattice contraction along [111] is observed due to the dipolar interaction between adjacent planes.

Bottom: View onto a (111) plane. A monoclinic expansion favors spins to align along [112] into the direction of the next nearest neighbor (left). An orthorhombic contraction along [100] on the other hand favors a [110] easy axis towards the next neighbor (right).
3.3.2 AFM Domains and Lattice Distortions

**Spin Axis within Domains**

The first conclusion in [109] is that the short range dipolar interaction between ordered (111)-planes contributes strongest to the magneto static energy forcing the spins parallel to the (111) plane \( (10^6 \text{ erg cm}^{-3}) \) and leading to a rhombohedral contraction along \([111]\) of \( \Delta l \sim 10^{-4} \). The anisotropy energy along \([100]\) is comparably small \( (10^3 \text{ erg cm}^{-3}) \) and the spins can easily rotate into the (111) plane which for this reason the easy planes of magnetization in NiO. The situation is illustrated on the top of figure 3.3.

Within the (111) plane an additional uniaxial anisotropy exists. Regarding the symmetry within the plane the easy axes can either be parallel to [110] (nearest neighbor) or [112] (next nearest neighbor). This is illustrated in the bottom half of figure 3.3, which shows a view along \([111]\) on the atoms of two (111) planes on top of each other. The calculation presented by Yamada suggested that an orthorhombic contraction along \([100]\) favors [110] as an easy axes; whereas the monoclinic expansion along \([110]\) favors [112]. Both situations are shown in the figure. By comparing their calculations to (bulk) domain patterns generated under stress and external field the author concludes that a monoclinic expansion of the lattice is actually realized in NiO and that the easy spin axes in a T-domain is [112]. Yamada estimates the resulting anisotropy energy within the (111) plane to \( (5 \times 10^4 \text{ erg cm}^{-3}) \).

Altogether, the authors find that the spins within a particular T-domain are aligned parallel to the plane and point toward one of the three possible next nearest neighbor, forming three different S(pin)-domains within each of the four possible T(win)-domains. These twelve different domains in NiO are listed in the last column of Table 3.1.

**Spin Axis within Domain Walls**

Finally the question is addressed which spin axis is realized within a wall between two antiferromagnetic domains. Since only T-domains are observed in the context of this thesis the discussion will be restricted to T-domain walls. For this purpose the example of a T\(_1\) adjoining a T\(_2\) domain is considered. The lattice distortion caused by the magneto elastic forces have to be compatible with the orientation of the wall plane and the spin axis.

On either side of the wall a rhombohedral contraction is realized \( ((\overline{1}1\overline{1}) \text{ or } (1\overline{1}1)) \). The spins in each T-domain T\(_1\) and T\(_2\) are oriented perpendicular to the rhombohedral axes as described above and consequently the spins forming the domain wall will align perpendicular to both contraction axes if possible\(^2\). To achieve this situation the easy spin axis in a T-Domain wall has to be parallel to [01\(\overline{1}\)]. Note, that this axis lies within both possible high symmetry wall planes \( ((100) \text{ and } (011)) \) which are observed between T\(_1\) and T\(_2\) domains in the bulk. This axis coincidences with the next neighbor ferromagnetic axes of the two considered T-domains as noted in table 3.1. As it will be shown in the experimental section of this thesis these conclusions are only valid for bulk T-domains. A different situation will be observed in

\(^2\)In principle the monoclinic expansion would need to be considered as well, but the [111] anisotropy energy is much larger than the [121] anisotropy energy.
walls between surface T-Domains where the spin axis is found to align perpendicular to the wall plane.

### 3.3.3 Summary

The antiferromagnetic spin structure in NiO is summarized in the following.

1. In NiO the nickel spins show ferromagnetic order in each of the four possible (111) planes with adjacent (111) planes aligned antiparallel (T-domains).

2. The spins are aligned parallel to the ordering (111) plane and the lattice is contracted along the corresponding antiferromagnetic propagation axis.

3. Within the (111) plane the spins may point into the three different directions of their next nearest neighbor, [112] (S-domains).

4. Different T-domains (in the bulk) are separated by (001) or (011) walls which represent mirror planes for the spin symmetry. The orientation of the domain wall is governed by the compatibility of strain on each side of the domain wall.

5. The spin axes within walls of bulk T-domains is parallel to the wall plane along [110].
Part II

Experiments and Results
Chapter 4

Preparation of NiO

4.1 NiO(001) Single Crystal Surfaces

Due to the polar nature of the ionic NiO crystal, (001) surfaces can be easily obtained by cutting the crystal with a knife edge parallel to a (001) plane. This procedure is in general referred to as cleaving. For the experiments described in chapter 5, 6, 7 and 8 high quality (001) surfaces were obtained by cleaving a NiO single crystal ex-situ\textsuperscript{1}.

After introducing the samples into the UHV system the surfaces had to be cleaned from adsorbates. This was achieved in situ by ion beam etching or so called sputtering and annealing. Sputtering was performed using Ar+ ions with a kinetic energy between 0.5 and 1.0 keV. During this procedure the base pressure of the chamber was typically better than 5 \(10^{-10}\) torr while the Ar+ partial pressure was kept around 0.5 \(10^{-6}\) torr. Surface annealing took either place at moderate temperatures (400K) for 10 to 15 hours or at higher temperatures (900K) for 2 hours in an oxygen atmosphere (\(10^{-6}\)torr). The influence of the different cleaning methods onto the magnetic structure will be discussed in chapter 5, while the stoichiometry and the structure of the surface is described in the following section.

4.1.1 Surface Structure

The crystallographic structure of the surface was characterized by Low Energy Electron Diffraction (LEED). The pattern detected on all types of surfaces showed the cubic symmetry of the surface, but the annealed samples in general showed sharper diffraction spots and higher order LEED spots could be observed. This indicates that sputtering introduces surfaces defects and increases the surface roughness, while annealing decreases the roughness and increases the order. Figure 4.1 shows LEED patterns obtained at 61.2, 76.5 and 147.5 eV from an annealed surface. Images at lower electron energies could not be acquired due to charging of the NiO surface. The images show 2nd and 3rd order (110) and 1st to 3rd order (100) spots. The in-plane lattice constants determined from these images are 4.22 and

\textsuperscript{1}All the crystals were supplied by Mateck GmbH, Germany www.mateck.de.
Figure 4.1: LEED of NiO(001) Surface.

LEED pattern at different electron energies of the NiO(001) surface obtained after several cycles of sputtering and annealing in an oxygen atmosphere. LEED spots corresponding to in-plane [10] and [11] directions are marked.

6.28 Angstrom, which is in good agreement with lattice constants determined from x-ray diffraction.

Another indication that sputtered surfaces are richer in defects than surfaces annealed with or without oxygen is the fact that annealed surfaces tend to increased charging in the LEED and in the PEEM instrument. Due to the decreased number of defects on the annealed surface the resistivity of the NiO increases. Note that NiO is in principle a perfect insulator with a band gap of 4eV and that any conductivity across the surface is introduced by defects.

4.1.2 Surface Chemistry

The influence of the preparation method onto the chemical structure of the NiO(001) surface was characterized by X-ray absorption. The spectra obtained from image sequences using PEEM2 for the different surfaces are shown in figure 4.2. All spectra were normalized by subtracting a constant background and dividing the electron yield by the integrated intensity. The black spectrum was taken after annealing at 400K, the black one after subsequent sputtering and the green one after finally annealing the sample at 900K in $10^{-6}$ mbar oxygen. The main differences between the spectra are larger peak intensity (indicating higher oxidation state of the metal ion) and more pronounced multiplet structure especially for the L$_2$ peak. The spectra of annealed samples look very similar, nevertheless the resonances themselves are slightly better pronounced after annealing at higher temperature in oxygen atmosphere. The multiplet contrast and the peak intensity observed for the sputtered sample are significantly smaller than for the annealed one. X-ray absorption shows that sputtered surfaces are richer
Figure 4.2: XAS of Sputtered and Cleaved NiO(001) Surfaces. 

The effect of annealing and sputtering on the surface. A distinct multiplet structure in L\textsubscript{3} and L\textsubscript{2} is observed in the XAS spectra after cleaving (black spectra). After sputtering the multiplet peaks in the L\textsubscript{2} peak are less pronounced and absorption intensity between the resonances is increased (red). The multiplet features even at the L\textsubscript{3} resonance are reestablished by annealing in an oxygen atmosphere (green). The inset shows a high resolution L\textsubscript{2} XAS spectra of a cleaved sample (beamline 10-1 at the Stanford Synchrotron Radiation Laboratory). The ratio of the intensity of the two multiplet peaks A and B is measured (1.12). The same ratio is determined for the NiO spectra measured with PEEM at lower energy resolution after annealing in oxygen atmosphere.
in defects and hence their stichometry and chemical structure is stronger disturbed. This is consistent with the LEED results.

‘Pronounced multiplet structure’ in this context means that the two absorption peaks within the L₂ resonance forming the multiplet are more or less separated. Increasing metallic character causes the multiplet structure to vanish, because the spectral feature are superimposed by the broader metallic Ni L edge, which appears at the same energy as the first peak in each the L₃ and the L₂ multiplet. All of these features are shown to be directly linked to the chemical and crystallographic structure in section 2.3.2, where it has been concluded that a pronounced multiplet peak structure an increased peak intensity and a decreased absorption intensity between the peaks are related to the formation of stoichiometric and well ordered NiO.

Results obtained on single crystal surfaces shall finally be compared to results obtained on thin films by Alders et al. [1, 2]. It needs to be corroborated that the chemical and structural properties of the NiO(001) surface is the same as in the thin film samples studied by Alders et al. To address this issue the isotropic XMLD signals are compared. The XMLD signal was defined by the ratio between the normalized absorption intensities of the two multiplet peaks in the L₂ resonances in equation 2.14. The XAS spectra of a single crystal, obtained from a large area (1mm²) shows no dependence on the angle of incidence or the direction of the incoming polarization and for this reason the isotropic spectrum can be obtained from such a magnetic isotropic sample. The inset in figure 4.2 shows the spectrum obtained at the NiO L₂ resonance, acquired at beam line 10.1 at SSRL in normal incidence. This setup provides very high energy resolution comparable to the experiment performed by Alders (0.4 eV). The intensity ratio determined at room temperature is determined as 1.12 the same values observed by Alders et al. and therefore both NiO samples, thin films on MgO and single crystal exhibit comparable electronic as well as magnetic properties. This is further corroborated by the fact that the Néel temperature is 520K in both systems.

4.2 Thin Films

Thin ferromagnetic films were prepared on top of single crystal NiO(001) to study the antiferromagnetic/ferromagnetic exchange coupling. A comparable but polycrystalline sample was prepared by sputter deposition to address the exchange bias effect. Finally thin metal films were prepared on NiO surfaces to describe the chemical reaction at the metal oxide interface. The preparation conditions are listed in the following.

4.2.1 Sputter Deposited Exchange Biased Co/NiO

For the hysteresis measurements described in chapter 8.3, exchange biased samples consisting of 3nm Co on 50nm NiO were prepared by DC magnetron sputtering at room temperature onto an oxidized silicon surface (Matt Carey, IBM Almaden Research Center). The oxide film has been sputtered reactively from a Ni target in a 1.2 mbar oxygen atmosphere. The entire structure was grown in an applied magnetic field to introduce the unidirectional anisotropy.
The films were capped with 2nm of Platinum to prevent oxidation of the Co metal.

4.2.2 Electron Beam Deposited Metal Films

For the microscopy studies thin ferromagnetic films (3-20 monolayer) have been deposited from a rod of high purity material (> 99.99 + %) onto the clean NiO(001) surfaces by means of electron beam evaporation. The deposition rate was typically about 0.1 nm per minute and the base pressure in the preparation chamber of the PEEM2 experiment was better than \(10^{-9}\) mbar. The metal surfaces did not show any LEED pattern indicating the polycrystalline growth of the ferromagnetic film. Magnetically ordered Fe or Co films could not be observed below a film thickness of 0.8nm possibly due to roughness of the cleaved surfaces which show step edges resulting from the cleavage process along [1 1 0]. The samples were finally transferred from the preparation chamber directly into the microscope without breaking the vacuum and contamination of the surfaces.

The chemical reaction at the metal/nickeloxide interface has been studied at the dedicated x-ray absorption spectroscopy beamline 10-1 at the Stanford Synchrotron Radiation Laboratory (see chapter 8.1). A different setup had been chosen for this experiment because it provides a higher photon energy resolution \((E/\Delta E = 7000\) compared to 1500 for PEEM2), which is needed to detect small changes in the x-ray absorption line shape and quantitatively analyze the resulting spectra. For the studies thin films of Fe and Co (0-2nm) were deposited in the same way as for the microscopy experiment. This has been done at a base pressure of \(5 \times 10^{-10}\) mbar. For these studies other oxide substrates were grown as well, which are not discussed here. A detailed description of these experiments can be found in Ph. D. thesis of T.J. Regan [69, 68]. The particular results obtained on the NiO(001) surface are presented in chapter 8.1. They were obtained in collaboration with T.J. Regan.

\(^2\)In principle high quality and smooth Fe and Co films can be grown on metal oxide surfaces like for example MgO which has a similar structure as NiO. For this purpose the MgO surface has to be prepared appropriately by etching and annealing above 1000K in an oxygen atmosphere of \(10^{-6}\) mbar to ensure atomically flat and stoichiometric surface.
Chapter 5

Antiferromagnetic Domain Pattern on NiO(001)

In this chapter the antiferromagnetic domain structure of cleaved NiO(001) surfaces, which were either cleaned by sputtering or by annealing is described. For this purpose XMLD images of NiO(001) are obtained for different angles \((\theta, \phi)\) (see figure 2.2) between the electric field vector and the [100] crystal axis.

The initial experiments were performed using the commercial STAIB PEEM on sputtered NiO surfaces. The elliptical undulator beam line UE56/1 at the BESSY2 synchrotron provided horizontally and vertically linear polarized x-rays. From the qualitative dependence of the AFM contrast on the angle \((\theta, \phi)\) general information about the symmetry of the magnetic arrangement are extracted. A determination of the exact direction of the magnetic axes in each domain with respect to the crystal axes was not achieved in this setup, since no local x-ray absorption spectra could be acquired (see chapter 2.2.3).

The following experiments used the PEEM2 microscope at the ALS in Berkeley (USA). In a first step the qualitative results obtained on sputtered surfaces were corroborated using this setup. However, the focus of the experiments was the characterization of cleaved surfaces that involved a detailed analysis of the x-ray absorption line shape originating from each AFM domain. Since the instrument is located at the ALS bending magnet beam line 7.3.1.1. the lack for straight forward manipulation of the x-ray polarization had to be compensated for by using circular polarization referred to as \textit{mixed} polarization (see chapter 2.1). The ability to acquire reliable local spectra in each antiferromagnetic domain and the high lateral resolution of the microscope finally allowed for a precise determination of the magnetic axes in each antiferromagnetic domain.

To suppress image contrast arising from the topography of the surface, all the antiferromagnetic domain images presented here are obtained by calculating either the asymmetry or the ratio of two images acquired at the two peaks A and B of the NiO L\(_2\) multiplet. The energies were determined prior to the microscopy experiment using the total electron yield technique in the same setup.
Figure 5.1: Domain Topology of NiO(001)
Large scale domain images on NiO(001). The image on the left was acquired with the STAIB PEEM using horizontal polarization, the one of the right with the ALS PEEM2 using mixed polarization. In both images antiferromagnetic domains separated by domain walls parallel to [100] directions are detected. The red circle indicates a region where (100) and (010) walls can be seen. The resolution of the ALS PEEM2 (20-50 nm) is typically better than the one achieved with the STAIB PEEM (150 nm) using synchrotron radiation. Since the x-rays are horizontally focussed to less than 30 µm into the ALS PEEM2, the illumination appears inhomogeneous within the field of view (FoV) of 50 µm. The size of the x-ray spot at the BESSY2 setup was comparable to the FoV.

5.1 Sputtered Surfaces

5.1.1 Domain Topology on Sputtered Surfaces
Representative images of the domain structure over a large scale are shown in figure 5.1. Several domain images were acquired at different positions and were then stitched together into one picture covering a large field of view. The left image shows such an image acquired using the STAIB PEEM. The right image was obtained using the ALS PEEM2.
both images dark and bright stripes can be seen, representing regions with different XMLD signal and therefore different antiferromagnetic domains. The width of the stripes reaches from about 5 µm up to more than 50 µm and they extend over hundreds of microns. This is in accordance with results obtained in the bulk of the material [71]. All stripes run along [100] directions and they are separated by walls parallel to (100) planes. Note, that this is an indication that the observed antiferromagnetic contrast is correlated with the bulk antiferromagnetic T-domain structure, because [100] planes represent low energy T-domain walls. (110) domain walls could never be observed on sputtered surfaces.

In each composite image one type of (100) wall dominates and on a smaller length scale 90° antiferromagnetic walls are observed. Such an area is shown in the ALS-PEEM2 image on the lower right with higher magnification. This behavior is also observed, although less prominent, on annealed surfaces. A possible reason is that the pressure applied to the entire crystal during the cleavage process induces a particular stress pattern. Annealing at moderate temperatures (below 1000K) can not completely relax the lattice and certain antiferromagnetic domains are then stabilized by the particular lattice deformation.

5.1.2 AFM Axes on Sputtered Surfaces

Horizontal versus Vertical X-ray Polarization

To address the observed contrast in more detail figure 5.2 shows two domain images acquired with horizontal or vertical linear polarization of the incoming x-rays. The horizontal polarization lies completely in the surface plane while the vertical polarization inclines an angle \( \theta \) of 15° with the surface normal. In the image acquired using horizontal polarization black and white stripes running along [100] direction can be recognized representing presumably the antiferromagnetic domains.

A single image stack has been acquired using the STAIB PEEM setup. The resulting spectra show the typical XMLD behavior. This finally corroborates the assumption that the stripes observed in the PEEM images do indeed correspond antiferromagnetic T-domains that means areas with different orientation of the antiferromagnetic axis. Another indication for this conclusion is that the observed contrast disappears above the antiferromagnetic ordering temperature of 525K, as reported in [32, 105].

No antiferromagnetic contrast is observed if the incident x-rays are polarized vertically. Hence there is no variation in the antiferromagnetic out-of-plane axes on sputtered NiO(001) surfaces or at least it is too small to be detected. In the following an estimate for the angle between the in-plane axes will be given, from which the maximal out-of-plane sensitivity can be calculated leading to the conclusion that indeed the antiferromagnetic axis is completely parallel to the surface plane.

Altogether, qualitative results obtained using the STAIB PEEM or the ALS-PEEM2 are comparable. In both cases no out-of-plane component of the antiferromagnetic axis is observed. Images obtained with the ALS-PEEM2 with mixed polarization show qualitatively the same domain pattern as the one observed with horizontal polarization indicating that there is no image contrast arising from the additional vertical polarization component.
Figure 5.2: Domain Topology of Sputtered NiO(001)
Domain topology of sputtered NiO(001) surfaces imaged using the STAIB PEEM. Black and white areas represent areas with different orientation of the antiferromagnetic axis. The spectra were acquired by moving the incident photon energy over the L2 resonance and taking an image at each energy. The domain images are the result of the division of images taken at peak A and B. Antiferromagnetic contrast is observed if the x-rays are polarized parallel to the surface (horizontal polarization), while no contrast is observed if the electric field vector is oriented at an angle \( \theta \) of 15° (vertical polarization).

Azimuthal Dependence of the XMLD Intensity
Finally, an estimate for the angle between the in plane projection of the two antiferromagnetic axis is given. For this purpose six images of the same spot have been acquired for different azimuthal angles \( \varphi \) shown on the bottom of figure 5.3. The field of view was 220 \( \mu \)m in all images. Two values have been calculated from these images. The first value is the average XMLD intensity in each image yielding information about the average orientation of the antiferromagnetic axis in the field of view. The second value is the difference between the XMLD intensity originating from the two antiferromagnetic domains appearing dark and bright in the images. This number is correlated to the angle between the antiferromagnetic axes in the two domains. The azimuthal dependence of the average XMLD intensity (left) and the domain XMLD contrast (right) is shown in the top row of figure 5.3. The lines were
Figure 5.3: Angular Dependence of Contrast on Sputtered NiO(001)
Bottom: XMLD images acquired for different azimuths $\phi$. Red and green arrows indicate the supposed orientation of the antiferromagnetic axis.
Top: The left graph shows the XMLD intensity averaged over each image. The top right graph shows the difference in XMLD intensity between the two observed AFM domains in each image. All images were scaled identical so that gray scales are comparable.
fitted by employing the $\cos^2 \varphi$ dependence of the XMLD effect and a $\sin(2\varphi)$ dependence of the contrast between two antiferromagnetic domains.

The images as well as the graphs show that the antiferromagnetic contrast between two domains vanishes if the electric field vector is parallel to a [100] crystal axis, which means that the antiferromagnetic axes are oriented symmetrically with respect to this axis. The second observation is that the average XMLD intensity strongly depends on the azimuthal angle as well causing the overall image intensity to shift from a darker gray scale to a much brighter one. This finding indicates that the antiferromagnetic axes do not include an angle of exactly 45° with the domain wall or in other words the angle between the two antiferromagnetic axis differs significantly from 90°. From a comparison of the sign of the average XMLD intensity to the results obtained by Alders et al. it follows that the antiferromagnetic axes are oriented more vertically in the image obtained at $\varphi = 8°$, while they are oriented more horizontally in the last image of the series.

Altogether the orientation of the antiferromagnetic axes in the two domains can be denoted [1bx] and [1b$x$], where x represents the out of plane component and is supposed to be small, while $b \gg 1$. The antiferromagnetic axes include a small angle with the propagation direction of the domain wall and the projection onto the wall plane is large. This is indicated by the arrows in the figure which sketch the orientation of the antiferromagnetic axis.

**In-plane versus Out-of-plane orientation**

An estimate for the angle $\alpha$ between the antiferromagnetic axis and the wall plane can now be given using equation 2.16. The XMLD reference spectra of the cleaved surfaces and the thin films cannot be used here since the line shape of the x-ray absorption spectrum is distorted on sputtered surfaces. However, an upper limit for the constant $C$ in equation 2.16 can be extracted from the azimuthal dependence of the average image intensity in figure 5.3. The average XMLD asymmetry for the six different images ranges from $-12\%$ to $6\%$. These two values are now assumed to be the maximum XMLD intensities for parallel and perpendicular alignment of electric field vector and antiferromagnetic axis on sputtered surfaces.

The azimuthal dependence of the XMLD difference is shown in the right panel of figure 5.3, it reaches a maximum of about 5% for an angle $\varphi = 45°$. For this particular geometry the antiferromagnetic axis includes an angle of 45° $\pm \alpha$ with the electric field vector, because the antiferromagnetic axis in each domain is symmetric with respect to the (100) wall. The angular dependence of the XMLD intensity for these two domains can now be written similar to equation 2.16

$$I_{\pm}(\phi = 45°) = 6\% - 12\% \cos^2 \left( \frac{\pi}{4} \pm \alpha \right)$$

(5.1)

Following this expression a maximum contrast of $I_{max} = I_+ - I_- = 5\%$ is observed if the antiferromagnetic axis include an angle of not more than $\alpha = 10°$ with the antiferromagnetic wall\(^1\). Considering that an angle of 20° between two antiferromagnetic axis corresponds to an

\(^1\)Since the XMLD reference intensities used here represent lower limits, the value obtained for $\alpha$ represents an upper limit.
5.2. Annealed Surfaces

XMLD contrast of 5% and that furthermore an XMLD contrast of about 1% can still be identified in a PEEM image (see figure 5.3) it follows that the angle which the antiferromagnetic axis form with the sputtered NiO(001) surface need to be smaller than 5°.

5.1.3 Summary on Sputtered Surfaces

Altogether the antiferromagnetic domain topology on sputtered surfaces can be described as follows [32]:

- Antiferromagnetic domains appear in form of stripes extending over hundreds of microns. The typical width of these stripes is of the order of $5\mu m - 10\mu m$.

- Domains are separated by (100) domain walls parallel.

- The observed domain walls are compatible with the bulk structure.

- The antiferromagnetic domains observed on the sputtered (001) surface are pure in-plane domains. The antiferromagnetic axis is close to a [130] direction, which includes the smallest angle with the domain wall plane.

- The antiferromagnetic axis within each domain is not compatible with the bulk structure [109, 108, 71].

5.2 Annealed Surfaces

The samples discussed in this section were obtained by cleaning the cleaved surfaces by annealing at 400K without oxygen. The results were reproduced on samples that were annealed at higher temperatures in $10^{-6}$ mbar oxygen. As discussed earlier, the preparation at higher temperatures increases the chemical and structural order slightly. However, the changes are not as drastic as observed between the annealed and the sputtered surfaces.

The annealed surfaces were studied exclusively using the ALS microscope. The angle between the antiferromagnetic axis and the electric field vector was changed by either rotating the sample around its surface normal or by changing the polarization from horizontal linear to circular. For each setting an image stack was acquired to determine the NiO $L_2$ absorption spectrum originating from each antiferromagnetic domain. After normalization of the resulting absorption spectra the XMLD intensity was determined by dividing the intensities of the $L_{2a}$ and $L_{2b}$ peak by each other. The resulting values were compared to the values obtained by Alders et al. [3] to derive the angles between the incident horizontal and vertical electric field vector and the antiferromagnetic axis.
Chapter 5. Antiferromagnetic Domain Pattern on NiO(001)

Figure 5.4: Polarization Dependence of AFM Domain Pattern
Two antiferromagnetic domain images acquired using linear polarization $\pi$ (left) and mixed $\sigma$ polarization (right). The crystal axes and the dimensions of the image are indicated in the insets. Only (100) domain walls are observed in the left images, while the right image also shows (110) walls.

5.2.1 In-Plane Versus Out-Of-Plane Axes

Figure 5.4 shows an example of two antiferromagnetic domain images obtained with the ALS PEEM2 using linear and mixed polarization. Both images were acquired at the same spot, the degree of circular polarization was 75%. The left image shows the distribution of the AFM axes imaged with linear polarization ($\pi$). Because the electric field vector $E_\parallel$ lies completely in the surface only the in-plane projection of the antiferromagnetic axis contributed to the observed contrast. The pattern itself is governed again by stripes running along $[100]$ directions and separated by (100) walls.

Additional contrast appears in the images if the polarization of the incident x-rays is mixed ($\sigma$). The annealed surfaces show a distinct lateral variation of the antiferromagnetic out-of-plane axis in contrast to the sputtered surfaces. Each in-plane domain is split into two domains with different projections of their antiferromagnetic axis on the vertical polarization vector $E_\perp$ which forms an angle of $\theta = 30^\circ$ with the surface normal in this setup. In other words each of the AFM in-plane domains is split into two different AFM out-of-plane domains. These two out-of-plane domains are separated by (110) walls.

Altogether it appears that the annealed NiO(001) surface shows a richer domain pattern.

\footnote{Similar results obtained on \textit{in situ} cleaved surfaces with the STAIB PEEM at BESSY2 were reported by Hillebrecht et al. \cite{32} and can be found in the Ph.D. thesis of N.B. Weber \cite{105}}
than the sputtered surface with antiferromagnetic in-plane and out-of-plane domains and separated by (100) as well as (110) walls.

5.2.2 AFM Axes on Cleaved Surfaces

Experimental Geometries

To determine the exact orientation of the antiferromagnetic axes on the cleaved NiO(001) surface, images with linear and mixed polarization were acquired in two different geometries. The geometries were chosen such that the in plane projections of the electric field vector and the [100] and [121] crystal axis are parallel, because these axes coincide with symmetry directions in the bulk of NiO (see chapter 3). For this purpose it is assumed that the bulk S-domains are realized at the surface as well.

Since the (100) plane is supposed to be the plane with the highest symmetry the first images are acquired in an [100] geometry. From the XMLD intensities observed in this geometry with both types of x-ray polarization it can already be shown that only one type of S-Domain ([121]) but all four T-domains are observed. To determine the spin axis in each of the four T-domains images obtained in a [121] geometry from the same spot on the sample are finally analyzed.

In-Plane Axis

Figure 5.5 shows an XMLD image obtained with linear polarized x-rays ($\phi = 0^\circ$). In this configuration antiferromagnetic contrast arises only from a variation in the in-plane antiferromagnetic axis. Apart from some spot like defects and vertical lines no in-plane variation of the antiferromagnetic contrast is observed. The white lines coincidence with the direction of antiferromagnetic (100) walls as reported in section 5.1 and section 5.2.1 and are later identified as such.

XMLD spectra were obtained from image stacks on the homogeneous image area where no variation of the antiferromagnetic axis is observed. All spectra were normalized by subtracting a linear background so that the pre-edge and the post-edge intensity equals zero. The $L_2$ ratio is now determined by dividing the absorption intensity at the two resonances at 870.2 eV and 871.5 eV and a value of 1.197 is obtained. To address the question whether the direction of the antiferromagnetic axis is similar as in the bulk the XMLD intensities that can be expected for the 12 different antiferromagnetic bulk axes (S-Domains) using pure linear polarization are calculated using equation 2.16. Here, $\phi$ is the azimuthal angle $\phi$ between $E_\parallel$ and the [100] axis. The angular dependence is depicted in the lower left of figure 5.5. The curves show a $\cos^2$ dependence with different amplitudes and vertical as well as horizontal offsets. The purple horizontal line indicates the XMLD intensity determined in the experiment. Four S-domains ([211]) lead to a significantly different XMLD intensity (0.99) than observed in the image, while the other eight values are close (1.185) to the experimental value. The ([211]) domains exhibit a larger projection onto $E_\parallel$ in this geometry than the [121] and [112] domains and are oriented more horizontally in the XMLD image.
Figure 5.5: In-Plane Domain Pattern on NiO
An XMLD image obtained with linear polarization $E_\parallel$ parallel to the in plane [100] crystal axis. The vertical lines coincident with (100)-type in-plane domain walls as shown for example in figure 5.4. NiO $L_2$ image stacks (upper left) were acquired in the homogenous image areas indicated by a white ‘x’ and an XMLD intensity of 1.197 was derived.

The expected XMLD intensities (from eqn. 2.16) for the twelve bulk S-domains depending on the azimuthal angle $\phi$ are shown on the lower left. The experimental geometry $\phi = 0^\circ$ is indicated by a black line. In this geometry four domains ([211], small symbols and thin lines) lead to an XMLD intensity of 0.99 and can be ruled out. The expected XMLD intensity of 1.185 for the remaining eight domains ([121] and [112]) is close to the experimentally derived value. These domains cannot be distinguished in this particular geometry.
The angle between the antiferromagnetic axis and $E_\parallel$ is determined to be $(66 \pm 5)^\circ$ using equation 2.16 from the experimental XMLD intensity. The deviation from the calculated angle for the remaining eight bulk S-domains (see table 5.1) is within $3^\circ$ and for this reason the initial assumption that the bulk spin axes are realized at the cleaved NiO(001) surface appears reasonable and is further corroborated in the following geometry.

**Out-Of-Plane Axis**

In a next step the variation of the out-of-plane component of the antiferromagnetic axis will be addressed to decide whether S-domains with a large ([121]) or small ([112]) projection of the spin axis are realized at the surface. Figure 5.6 shows an image from the same sample area as before but now acquired with mixed polarization. The image exhibits additional contrast arising from the fact that the angle between the spin axis and the vertical polarization component varies laterally. The observed out-of-plane domains form a zigzag pattern, where different domains are separated by (110) walls.

The XMLD contrast observed with mixed polarization is now analyzed in the same way as in the previous section. Local absorption spectra were acquired in different out-of-plane domains (bright and dark areas). The resulting spectra are shown in the upper left of figure 5.6 and XMLD intensities of 1.215 and 1.143 are extracted from the spectra. Again, equation (2.16) can be used to determine the angle between the vertical polarization component $E_\perp$ and the antiferromagnetic axis. For the bright domains an angle of $(88 \pm 18)^\circ$ is determined, while $(43 \pm 7)^\circ$ is found in case of the dark domains.

Finally the experimental XMLD signals can be compared to the ones expected for the remaining eight S-domains using equation (2.16). For this purpose only the eight bulk domains that were identified to exhibit the correct in-plane projection in the previous section are considered this time. These axes do indeed exhibit different out-of-plane orientation. The [121] axis are more parallel (inclination $24.1^\circ$) to the (001) surface while the [112] are more perpendicular (inclination $54.7^\circ$). Altogether this leads to a different angular dependence of the XMLD signal as shown in the bottom left of figure 5.6. The horizontal lines indicate the experimental XMLD values and the vertical line represents the angle at which the image was acquired. The theoretical angular dependence of the the [121] S-domain match closely with the experimental values, while the [112] axes would lead to significantly lower XMLD values. In general only T-domains consisting of a single S-domain, which exhibits a large projection of the spin axis onto the surface and the high symmetry T-domain wall are observed at the NiO(001) surface. In this case where the observed T-domain wall is parallel to the (100) plane the observed S-domain is of [121] type. In some areas of the surface also (010) T-domain walls are observed. In this case the spin axis of adjacent domains is of [211] type. The results obtained in the [100] geometry are summarized in table 5.1. The angles between polarization vector and spin axis that are expected for [121] bulk domains in the geometry realized in figure 5.6 are listed as well. The experimentally obtained angles between spin axis and

---

Note, that these domains do not necessarily include different angles with the surface normal, because in the experimental geometry the x-rays incident on the sample under an angle of $30^\circ$ and for this reason $E_\perp$ is not parallel to the surface normal.
Figure 5.6: Out-Of-Plane Domain Pattern on NiO

XMLD images of the same spot as in figure 5.5 acquired using mixed polarization. Dark and bright areas forming a zigzag pattern are now observed in addition to the vertical (100) lines. The zigzag pattern is caused by a lateral variation of the out-of-plane component of the antiferromagnetic axis. From the XMLD intensities obtained in the two areas another (graph in the upper left) four S-domains ([112]) out of the remaining 8 can be ruled out. Experimental XMLD intensities are represented by the horizontal dashed lines, while theoretical values are drawn in full lines for S-domains with a large projection ([121]) or dotted lines for domains with a small projection ([112]) onto the (001) surface. Only domains with a large in-plane projection of the antiferromagnetic axis are realized.
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<table>
<thead>
<tr>
<th>AFM axis</th>
<th>Exp. pol.</th>
<th>pure E</th>
<th>L₂ corr.</th>
<th>exp. Angle</th>
<th>theo. Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>[121]</td>
<td>π</td>
<td>horz.</td>
<td>1.197</td>
<td>68.4±5</td>
<td>65.9</td>
</tr>
<tr>
<td>[121]</td>
<td>σ</td>
<td>vert.</td>
<td>1.215</td>
<td>87.4±18</td>
<td>86.9</td>
</tr>
<tr>
<td>[121]</td>
<td>σ</td>
<td>vert.</td>
<td>1.143</td>
<td>43.2±7</td>
<td>41.4</td>
</tr>
</tbody>
</table>

Table 5.1: AFM Axes Determined from XMLD Signal and Comparison to Bulk Structure

The L₂.XMLD intensities as they are observed in the experiment for linear π and mixed σ polarization for different antiferromagnetic domains. The corrected values for pure linear polarization are calculated from equation 2.2 assuming a degree of circular polarization of 75%. The in-plane as well as the out-of-plane axes are finally calculated from equation (2.16). The last column gives the angle between the bulk axis and the polarization vector.

horizontal and vertical polarization vector are within 2° of the angles for the bulk structure. All observed S-domains exhibit the same projection onto $E_{\parallel}$, but they form different angles with the vertical polarization component $E_{\perp}$. S-domains with spin axes along [121] and [121] can be assigned to antiferromagnetic domains appearing bright and dark in the image. These S-domains with a different out-of-plane spin axis are separated by (110) domain walls.

The experimental error of this antiferromagnetic magnetometer is mostly determined by the accuracy with which the XMLD intensity can be measured (±0.010) as well as the accuracy of the reference values in equation (2.16). Furthermore it has to be considered whether a given sample shows the same maximum contrast as the reference sample. For the out-of-plane component the accuracy with which the degree of circular polarization is considered as well. The accuracy actually depends on the angle between spin axis and electric field vector because the $\cos^2$ function is rather flat at 0° and 90° and a small error in the XMLD accuracy causes a large error in the angle values. In the present context, this is relevant for the angle between [121] axis and vertical polarization (an error of ±18°). This result in particular will be verified in the second experimental geometry.

Solving the In-Plane Ambiguity

So far only the out-of-plane antiferromagnetic axis has been unambiguously assigned to a particular AFM domain. Due to the quadratic dependence of the XMLD effect, S-domains defined by different in-plane but the same out-of-plane spin axis, for example [121] and [T21], cannot be distinguished in the [100] geometry. For this purpose a second set of images and spectra for an azimuthal angle $\varphi$ of 25° was obtained. The results are shown in figure 5.7.

First, the variation of the in-plane antiferromagnetic axis is addressed using pure linear polarization (top row of figure 5.7). The images obtained in the previous geometry are shown for comparison as well. In the second geometry, shown on the left, areas adjacent to the (100) wall become darker or brighter compared to the [100] geometry on the right due to the different projection of the AFM axis onto $E_{\parallel}$ in each domain. The projection increases for [T21] or decreases for [121] type axes. The expected dependence of the XMLD

---

4This finding finally proves the assumption that has been made in section 5.2.1 that the vertical lines do
Figure 5.7: Solving the Ambiguity in an XMLD Image
Images obtained for azimuthal angles $\phi = 25^\circ$ (left) and $\phi = 0^\circ$ (right) are shown. Linear polarization was used for the images shown in the top row and mixed polarization for the bottom row. From the comparison of observed and calculated angular dependence of the XMLD intensity a particular [121] S-domains can be assigned to each of the four observed antiferromagnetic domains. The top row shows the result obtained for pure linear polarization, from which the in plane variation of the antiferromagnetic axis can be extracted. Using mixed polarization (bottom row) all four S-domains are finally distinguishable.
5.2. **Annealed Surfaces**

Intensity originating from the two subsets of in-plane domains on the azimuthal angle $\varphi$ is shown in the graph in the middle. The graph in figure 5.7 is a subset of the graph shown in figure 5.6. The XMLD intensities obtained from local spectra (not shown) match the theoretical curve and the in-plane antiferromagnetic axis can now assigned to each of the observed antiferromagnetic domains.

Finally, another image of the same spot was obtained using mixed polarization. The domain image is shown in the lower panel of figure 5.7. The purpose of this image is to corroborate the results and to verify the finding for the $[12\bar{T}]$ domain for which the accuracy in the previous geometry was rather poor. The excellent agreement of the experimental XMLD values with the calculations supports the previous assignment for the $[12\bar{T}]$ domain. All four $[12\bar{1}]$ S-domains are realized and can be identified in the lower XMLD image in figure 5.7 by their four different grey scales or XMLD intensities. Each domain is labelled by a colored dot, corresponding to the color of its graph.

Altogether the angular dependence of the XMLD intensity observed in the four different areas on the NiO(001) surface is, within the experimental error, identical with the calculated dependence of the four different $[12\bar{1}]$ bulk S-domains considering the particular experimental geometry. The four domains form a so called *four wall pattern*, where in plane domains are separated by a (100) wall and out-of-plane domains are separated by [110] type walls. The observed four wall pattern is described in detail in the following section.

**Surface Four Wall Pattern**

A graphical representation of the findings on the NiO(001) surface is shown in figure 5.8. All four types of domains can be identified in the PEEM image. The sketch on the bottom of the figure illustrates the results obtained from the experiment. Note, that the spins drawn in the figure do only sketch the spin axis while the experiment does not resolve the spins themselves.

The planes drawn in the figure represent the wall planes between different T-domains and the ferromagnetic ordering planes within each T-domain assuming that the spin axes at the surface are parallel to the ordering (111) plane (see section 3). In addition the spin axis realized in the center of each domain wall is indicated. For this purpose the axis is assumed to be the common spin axis in adjacent domains following the bulk symmetry summarized in table 3.2. Based on this assumption one finds that the spins in the (110) wall are *perpendicular* to the wall plane, while the spins forming the (100) wall are aligned *parallel* to the wall plane. Considering again the bulk structure introduced in table 3.2 this means that the observed (110) walls correspond to the third type low symmetry T-domain wall which is not observed in the bulk. The most obvious difference between a bulk and a surface (110) T-domain wall is that they are rotated by $90^\circ$ around the [001] direction, such that the spin axis is either parallel (bulk) or perpendicular (surface) to the wall plane. The low symmetry T-domain wall is observed between surface T-domains with the same in-plane antiferromagnetic axis but different out of plane axis, while high symmetry T-domain walls are observed between surface 

---

*indeed represent (100) antiferromagnetic domains walls.*
Antiferromagnetic domain image (top) obtained using mixed polarization. Four different grey scales representing four different domains are identified. The lower panel illustrates the antiferromagnetic spin axis realized within each antiferromagnetic domain and the center of the separating domain walls. The colors in each area correspond to the marked areas in the upper right of the PEEM image. In addition the (111)-planes corresponding to each T-domain are shown. The spin axis in each domain is parallel to the (111) plane and the spin axis in each domain wall is parallel to adjacent (111) planes. The rectangle in the PEEM image indicates the image area shown in figure 5.9.
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Figure 5.9: Domain Walls on the NiO(001) Surface

Two clippings of XMLD images obtained with linear polarization for \( \phi = 0^\circ \) and \( \phi = 25^\circ \). The bottom image was rotated so that the orientation of the crystal axis is the same for both images. The direction of the incoming x-rays is indicated. The sketch on the right side shows the angle \( \alpha \) between magnetic axis and \( E_{||} \) for each domain, the (100) wall and the two (110) walls assuming bulk like walls. Areas where the antiferromagnetic axis include a large angle with \( E_{||} \) appear bright (larger XMLD values) in the images.

T-domains with different in-plane spin axis. The appearance of these new type of walls can thus be attributed to the symmetry breaking at the surface of the NiO single crystal, which affect the out of plane periodicity of the spin symmetry but not the in plane periodicity.

Before the structure of the surface wall is discussed it will be qualitatively shown that the spin axis in the observed (110) walls is indeed perpendicular to the wall plane, corroborating the assumption that the same spin axis is realized at the surface between two T-domains \( T_i \) and \( T_j \) as in the bulk. Using linear polarization (100) and (110) walls can be resolved in the XMLD images in the top row of figure 5.7. Figure 5.9 shows magnifications of the image area in figure 5.7 obtained in different geometries. For better comparison the images have been rotated such that the orientation of the crystal axis is the same in both images. The direction
of the incident x-rays is also shown. In the first geometry (upper image) only domain contrast originating from the (100) domain walls can be seen. In the second geometry contrast from the in-plane domain as well as from the domain walls is detected. The sketches on the right side show the domain wall pattern and serve as a guide to the eye. Furthermore, the angle $\alpha$ between the antiferromagnetic axes in each domain or domain wall and $E_{\parallel}$ is noted ($E_{\parallel}$ parallel to [210]).

Because of the small lateral dimensions of the domain walls (100-200nm), no reliable local spectra from domain walls could be obtained. However, a qualitative evaluation of the observed contrast levels fully corroborates the assumption which has been made for the direction of the spin axes realized in the center of the domain wall. In the PEEM images areas with a larger angle $\alpha$ between electric field vector and magnetization vector are represented by a brighter contrast. In the first geometry domain walls appear brighter than the domains itself, because their magnetic axis forms a larger angle 90° with the polarization vector than the one of the domains $66^\circ$. The same is true for one of the ($1\overline{1}0$) domain walls observed in the second geometry $71^\circ$ and $57^\circ$. The other wall can not be identified because change in XMLD contrast is too small to be detected ($24^\circ$ and $18^\circ$). In conclusion it can be ruled out that the spin axis in the (110)-type walls is parallel to the wall plane.

5.2.3 Surface Domain Wall versus Bulk Domain Wall

The origin of the observed (110) walls and its extension into the bulk of NiO is discussed. The discussion will be restricted to qualitative arguments. It is important to notice upfront that a four wall pattern formed by (100) and (110) walls can also be observed in the bulk of the material [71], when the four different T-domains adjoin each other. This particular arrangement minimizes the stress pattern originating from the rhombohedral contraction.

Magnetically Uncompensated Walls

On the upper left of figure 5.10 the surface projection of the spins forming the observed four wall pattern is depicted. On the right, a cut along the (001) plane through the corresponding bulk four wall pattern is illustrated. Two main differences between the (110) walls are observed. First, every bulk domain wall represents a mirror plane but at the surface this is not the case. Second, all the spins in the center of the bulk domain wall point in the same direction such that the wall carries a net magnetic moment while the surface wall orientation assures that the wall does not carry a net magnetic moment. This situation is realized, because the domain wall is either orthogonal or not to the corresponding ferromagnetically ordered (111) planes defining the adjacent T-domains separated by the (110) type wall.

In conclusion the symmetry breaking at the surface would leave the otherwise compensated bulk like wall magnetically uncompensated and finally causes a magnetic stray field which increases the magneto static energy. The low symmetry (110) walls can therefore be

---

*A further discussion of the width and structure of the walls observed in this experiments can be found in the Ph. D. thesis of N.B. Weber [105]. In the context of this thesis it is important to consider that (110) walls appearing at the surface of NiO(001) are not necessarily high symmetry planes of the crystal.*
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Figure 5.10: Surface and Bulk Domain Walls

Top: Projection of the magnetic axes of the observed domain pattern into the surface plane (left). On the right a cut along a (100) plane through a possible bulk four wall pattern is shown. Diagonal lines indicate the orientation of the (111) ordering planes.

Bottom: Possible bulk reorientation schemes of the observed surface domain walls. Green areas represent planes with a [110] type spin axis, while red and blue areas represent planes with different [121] type spin axis. The schemes are discussed in the text.
afforded at the surface to minimize magneto static energy originating from a net magnetic moment of a bulk like domain wall.

**Bulk Wall Reconstruction**

The question remains how the observed (110) surface walls propagates into the bulk and why the surface domain pattern does not only consist of high symmetry (100) type walls avoiding (110) walls completely. Two possible ways to join the observed surface wall into a known bulk wall are shown in the lower part of figure 5.10. For this purpose it is considered that a particular surface (110) wall exhibits the same spin axis as the perpendicular high symmetry (110) and (001) bulk wall (see table 3.2).

One possibility is to twist the wall plane around the surface normal by 90° until it reaches a bulk (110) orientation. This is illustrated in the right sketch and referred to as (110)-reorientation. The wall plane is shown in green and two particular antiferromagnetic domains separated by the wall are represented by red and blue areas. The different horizontal layers indicate different sample depths. To achieve this reorientation the wall plane has to continuously change its orientation into every direction parallel to the (001) plane. The translation area will then consist of many different highly non-symmetric walls. For this reorientation the spin direction in the adjacent domains is not affected.

The reconstruction shown on the lower left of figure 5.10 is referred to as (001) reorientation. Here the (110) wall does not change its orientation, but this time the spin direction in adjacent T-domains gradually changes towards the spin axis in the surface domain wall. Finally at a certain distance from the surface all spins are aligned parallel and a (001)-wall parallel to the surface is realized. This reorientation does not require any additional non-bulk like arrangements except the surface (110) wall itself and appears more likely. It can be understood as the reconstruction of a (001) wall at a (001) surface. The depth of this reorientation may be expected to be comparable to the typical wall width, i.e. 100nm, as observed for example in figure 5.5.

Since bulk walls always correspond to mirror planes a (001) T-domain wall can not be observed at a (001) surface because the surface is not a mirror plane. If now the crystal is cleaved close to an area where such a plane exists in the bulk the domain pattern has to be rearranged. The necessary rearrangement can be accomplished without generating magnetic stray fields by forming the observed surface specific (110) walls as illustrated in figure 5.10.

**5.2.4 Summary for Annealed Surfaces.**

The findings on annealed surfaces are summarized in the following [62].

1. The antiferromagnetic axes observed on cleaved NiO(001) surface can be described assuming bulk axes.

2. Only a subset of bulk axes is observed at the surface, namely those with a large in-plane projection and a large projection on the (100) wall plane.
3. The spin structure of the observed (100) walls is bulk like, such that they form symmetry planes for the magnetic axis on each side of the domains wall. On the other hand surface specific low symmetry (110) walls are observed to reduce the magneto static energy. The fact that only domains with an antiferromagnetic axis with a large in-plane projection are observed is in contrast to observation on thin NiO films grown on MgO(001) substrates\(^6\). In these films the preferred axes were found to be [112] exhibiting a large projection onto the surface normal. The reason for this behavior is most likely the fact that the lattice constant of MgO is slightly larger than the one of NiO and for this reason the film experiences an in-plane stress which forces the antiferromagnetic axes out-of-plane. In case of a single crystal which were usually well annealed during or after growth (≈ 1500K) no overall stress should be present. However, it is a common observation that the symmetry breaking at the surface of a material causes a reorganization of the atoms at the surfaces and that the lattice constant deviates slightly along the surface normal. The observation that the preferred antiferromagnetic axis is in-plane may be therefore be caused by a lattice expansion parallel at the surface normal.

---

\(^6\)The existence of domains with large out-of-plane components can not be in general excluded, but their fraction appears to be small because they have not been observed on the single crystal surface.
Chapter 6

Parallel Exchange Anisotropy in Co(Fe)/NiO(001)

Images of Co/NiO(001) were obtained using the same NiO(001) surface that has been analyzed in chapter 5.2. The Fe/NiO images originate from a different sample. The results reported here are reproducible above a minimum thickness of the ferromagnetic material of about 0.8nm (see chapter 4).

6.1 General Domain Pattern on Co/NiO and Fe/NiO

The general characteristic of the domain pattern on exchange coupled Fe/NiO and Co/NiO is described first. Figure 6.1 shows images of the ferromagnetic as well as the antiferromagnetic domain pattern after deposition of 10-12 monolayer of Fe or Co (section 4) on NiO(001). The ability to tune the x-ray energy either to the NiO $L_2a/L_2b$ or Co/Fe $L_3/L_2$ absorption resonance and furthermore vary the polarization of the x-rays allows to study the magnetic structure of the top ferromagnetic layer as well as the buried NiO surface. Although the NiO signal is suppressed by a factor of 4-5 due to the limited escape length of the secondary electrons, the domain pattern of the buried antiferromagnet can still be easily addressed. The lateral scale is rather large to illustrate that the observations are not restricted to a small local area on the sample.

Both XMLD images in figure 6.1 exhibit two grey levels representing two different antiferromagnetic domains. These domains are separated by (100) or (010) walls. The XMCD images on the other hand shows four different grey scales corresponding to four different ferromagnetic domains. These four ferromagnetic domains split up into two different subgroups with each subgroup following one particular antiferromagnetic domain, such that antiferromagnetic (100) walls in the XMLD images coincident with ferromagnetic (100) walls in the XMCD images. Considering only these walls the ferromagnetic domains form an exact replica of the antiferromagnetic domains.

The contrast arising from the different magnetic domains is now analyzed qualitatively.
Figure 6.1: FM and AFM Domain Topology on Coupled Systems

XMCD images (left) and XMLD (right) images of 10ML of Co/NiO (top) and 12ML of Fe/NiO (bottom). X-rays are incident along the vertical image direction. The legends on the side correlate the observed grey levels to the direction of the magnetic moment in each ferromagnetic domain and the orientation of the magnetic axis in each antiferromagnetic moment. Collinear alignment between ferromagnetic moment and antiferromagnetic axis is observed.
For this purpose legends are shown in figure 6.1 which correlate the observed dichroism intensity with the magnetic orientation. Image areas showing strong bright and dark XMCD intensity represent domains where the projection of the spins onto the helicity of the light is large, that means the magnetic moment is pointing up and down in the image plane. The more greyish domains exhibit smaller projections onto the polarization vector indicating that their moment are aligned rather perpendicular to the helicity of the x rays. In the XMLD images antiferromagnetic domains with a more vertical orientation of the magnetic axis are shown in a bright grey scales compared to horizontal domains shown in darker colors.

A qualitative conclusion can already be made about the orientation of the exchange coupling between ferromagnetic Fe or Co and the antiferromagnetic NiO(001) surface. Altogether, parallel or better collinear coupling between ferromagnetic directions and antiferromagnetic axes is observed. Results obtained from Fe/NiO and Co/NiO are qualitatively identical. In the following only results obtained from the Co/NiO(001) sample are shown.

6.2 Observations on Co/NiO(001)

The determination of the exact direction of antiferromagnetic and ferromagnetic axes is achieved similar to the determination of the antiferromagnetic axis on bare surfaces. First the general symmetry properties of the magnetic structure are analyzed leading to a hypothesis for the orientation of the magnetic moments. It is demonstrated that by choosing subtle experimental geometries the magnetic domain configuration can be very nicely deduced from the images itself due to the unambiguous angular dependence of XMCD and XMLD. Finally the hypothesis is then proven by a quantitative analysis of the dichroism contrast arising from each domain via local absorption spectra.

6.2.1 Azimuthal Dependence of XMLD and XMCD Images

NiO XMLD and Co XMCD images acquired in different geometries are depicted in figure 6.2. The first row shows the same images for Co/NiO as in figure 6.1 with four different ferromagnetic (up, down, left and right) and antiferromagnetic domains (vertical and horizontal). The wheels on each side of the figure correlate the direction or orientation of the magnetic moment with the dichroism intensity. The arrows indicate the directions of the magnetic moment or axis within each magnetic domain suggested in the previous section.

To address the issue whether the (100) wall is still a symmetry plane for the coupled magnetic structure as it observed for the bare NiO(001) surface, XMLD images were obtained for \( E \parallel \parallel [100] \) and XMCD images were acquired with \( \vec{\sigma} \parallel \) parallel to the (100) plane (middle row in figure 6.2). As for the bare surface no antiferromagnetic contrast is observed in this geometry, indicating that indeed the projection of the magnetic axis onto the (100) plane is the same for both antiferromagnetic domains. Considering the XMCD image only two contrast levels remain after the azimuthal rotation. A comparison with the previous geometry reveals that domains which exhibited a darker XMCD intensity (black and dark grey) appear still dark but cannot be distinguished anymore. The two bright domains (white
Figure 6.2: Azimuthal Dependence of FM and AFM Contrast on Co/NiO(001)

Images of antiferromagnetic and ferromagnetic domains acquired with different angles $\phi$ between the electric field vector and the crystal axes. All images were taken at the same position on the sample surface. The legends on the side correlate the observed grey levels to the direction of the magnetic moment in each ferromagnetic domain and the orientation of the magnetic axis in each antiferromagnetic domain. The arrows indicate the direction of the spin moment or axis in each magnetic domain.

a.) Same geometry as in figure 6.1. b.) The incoming x-rays are parallel to a high symmetry direction ([100]). No antiferromagnetic contrast and only two ferromagnetic domains are visible. c.) The electric field vector is parallel to a [110] direction. The ferromagnetic contrast of one subset of domain vanishes while the other one reaches a value of 18%. Ferromagnetic and antiferromagnetic contrast arising from each domain is reversed compared to the situation depicted in a.)
and bright grey) show the same behavior. This means, since the helicity of the incoming x-rays is parallel to the (100) wall, that the magnetic moment in each ferromagnetic domain appearing dark or bright forms the same angle with the (100) wall. In conclusion the (100) wall represents a mirror plane for each type of ferromagnetic domains represented by dark and bright areas.

An upper and lower limit for the angles which the magnetic moment in each of the ferromagnetic domains forms with the (100) wall plane is now derived from the evolution of the XMCD contrast between the two experimental geometries. The sign of the XMCD intensity remains the same for all four ferromagnetic domains, which means dark domains remain dark and bright domains remain bright. Since the XMCD intensity is determined by the scalar product of the helicity of the x-rays ($\vec{\sigma}$) and the magnetization vector ($\vec{M}$), this indicates that a rotation of 30° leaves magnetic moments which pointed up (in the image) before the rotation still pointing up and vice versa. This behavior can only be realized if the angle between the magnetic moment and the (100) wall is considerably less than 60°. The lower limit for the inclined angle is estimated from the observation that the contrast of one subset of ferromagnetic domains (dark black and bright white) appears to be already maximal in the first geometry and then decreases significantly upon sample rotation. This can be achieved if the scalar product $\vec{\sigma}\vec{M}$ is already close to maximal for this particular subset of domains in the first geometry. In other words the moment is oriented roughly parallel to the helicity of the x-rays. In this case the minimum angle between the (100) wall and the magnetic moment has to be at least about 20°. The arrows in figure 6.2 representing the direction of the magnetic moment or the magnetic axis in each ferromagnetic or antiferromagnetic domain reflect the above findings.

Finally the angle that each magnetic domain (ferromagnetic or antiferromagnetic) includes with the (100) wall is determined. For this purpose the same geometry which has been used in section 5.1 to determine the angle between the axis of the two observed antiferromagnetic domains is investigated. The sample is rotated by 45° around its surface normal compared to the previous geometry. Images obtained with the in plane electric field vector $E_\parallel$ parallel to [100] are shown on the bottom of figure 6.2. The ferromagnetic domains that appeared with the strongest contrast in the first geometry are not distinguishable anymore after a total rotation of 75°. This behavior is observed, because the magnetic moment in each domain is now oriented perpendicular to the helicity $\vec{\sigma}$. Assuming furthermore that the ferromagnetic spins are completely parallel surface plane this means that the direction of the ferromagnetic domains is parallel to [110] or [$\overline{1}0$]. The other subset of ferromagnetic domains that appeared only with a very weak contrast in the first geometry now shows a very strong contrast suggesting that the magnetic moments pointing parallel to $\vec{\sigma}$. Following the condition that the (100) plane is a symmetry plane the direction in these ferromagnetic domains is assumed to be parallel to [$\overline{1}0$]. Altogether the magnetic moments of the four ferromagnetic domains point in the four different in plane [110] directions.

The antiferromagnetic contrast observed in this geometry (11%) is larger than in the first

---

1The presence of an out-of-plane anisotropy or polycrystalline Fe or Co films of this thickness would be very unexpected. The assumption of in-plane anisotropy will be further corroborated in the next section.
geometry. The absolute size of the XMLD contrast is close to the maximum contrast that can be expected in this experiment (13%). It is therefore presumed that the antiferromagnetic axes in each domain are oriented close to parallel respectively perpendicular to the electric field vector to achieve this XMLD value. Note, that no additional contrast is observed when XMLD with mixed polarization were acquired, indicating that the out of plane projection of the antiferromagnetic axes is negligible. Similar to the findings reported in the previous chapter this altogether leads to the hypothesis that the antiferromagnetic axis in each antiferromagnetic domain is parallel to an in plane [110] direction and collinear to the magnetic moment in adjacent ferromagnetic domains.

6.2.2 Local XMCD and XMLD Spectra

To quantitatively prove the assumption that the coupling between ferromagnetic and antiferromagnetic domains is collinear parallel to [110] local spectra within each antiferromagnetic and ferromagnetic domain were acquired. Figure 6.3 shows NiO L₂ XMLD and Co L₃ XMCD local spectra obtained from different magnetic domains. The lateral scale in the images is only 10µm. The fact that Co spectra of each pair of domains (black/white and dark grey/light grey) deviate symmetric from the same average spectra is consistent with the situation that the magnetic domains are separated by 180° walls or in other words the magnetic moments of adjacent domains are antiparallel within each subset. This has been implicitly assumed so far and can now unambiguously concluded.

The black white (blue and green spectra) contrast corresponds to an XMCD contrast of 19% whereas the contrast between the greyish domains (red and black spectra) equals 7%. Assuming a maximum XMCD contrast of 30% [15] for Co metal and taking into account a finite degree of circular polarization $P_c = 75\%$ finally the angle between the helicity vector and the ferromagnetic axes are calculated to be 32° and 71°. This is identical within the experimental error of 4° to the angles expected for [110] directions (30° and 73°). Regarding the antiferromagnetic axes the agreement is very good as well. For antiferromagnetic axes parallel to [110] the expected NiO L₂ ratios are 1.21 and 0.91 in this particular geometry. The values determined in the experiment are 1.20 and 0.90 (with an experimental error of ±0.01). This can also be expressed in angles again. The angles which the [110] directions include with the electric field vector in this geometry are 20° and 110° or -70° respectively. The values determined by the experiment are 71° and 18°. Since it has been found in the previous chapter that the antiferromagnetic axis on the bare surface is parallel to a [121] direction the antiferromagnet spin structure has experienced an in-plane reorientation due to the deposition of the ferromagnetic Co film.

The following conclusion about the coupling between antiferromagnetic NiO and ferromagnetic Co are now made:

- The ferromagnetic domain pattern is a result of parallel exchange coupling to antiferromagnetic NiO.
- Both systems align collinear to in plane [110] axes. The ferromagnetic Co shows a distinct anisotropy along [110].
6.2. Observations on Co/NiO(001)

Figure 6.3: Local Spectra of Co and NiO domains. XMLD and XMCD image of Co/NiO(001). The arrows indicate the magnetic axes or direction as deduced from the local dichroism intensity. Local absorption spectra obtained from each domain are shown on the bottom. The color of the lines in the spectra correspond to the colored dots in the images indicating the type of domain where the spectra were taken from.
To achieve the parallel exchange coupling a reorientation of the antiferromagnet compared to the bare NiO(001) surface takes place.

6.3 AFM Reorientation

The in-plane reorientation of the antiferromagnetic domain pattern mentioned in the previous summary on exchange coupled Co/NiO will be addressed in the following in more detail. Possible reasons for the reorientation will be discussed.

6.3.1 AFM Reorientation upon Deposition of a FM

Figure 6.4 illustrates the antiferromagnetic domain pattern before and after deposition of 10 monolayer of Co using mixed polarization. The domain structure of the bare surface shows the already well known herring bone pattern (see section 5.2.1 and figure 5.4). The arrows represent the in-plane projection of the antiferromagnetic axes. Domains with different in-plane axes are separated by a (100) wall. Domains with the same in-plane axes but different out-of-plane axes are separated by a (110) wall. The domain image on the right side was
obtained after Co deposition. The (110) walls completely disappear upon Co deposition and hence there is no variation in the out-of-plane component of the antiferromagnetic axes in the exchange coupled structure. The location of the in-plane domain wall remains unchanged.

This qualitative observation illustrates very beautifully that the antiferromagnetic domain structure reorients upon Co deposition. The number of antiferromagnetic domains that are realized at the antiferromagnetic/ferromagnetic interface is reduced from four to two compared to the bare antiferromagnetic surface. The modified symmetry along the [001] direction due to the translation from a (001) surface to an [001] interface obviously suppresses the variation of the [001] out-of-plane component of the antiferromagnetic axes.

### 6.3.2 Possible Reasons for the AFM Reorientation

The left side of figure 6.5 illustrates the spin arrangement at the antiferromagnetic surface before and after Co deposition. Prior to Co deposition the spins include an angle of 26.6° with the surface plane. Every pair of out-of-plane domains (yellow/green and red/blue) is separated by a (110) wall within which the spins are aligned parallel to an in-plane [110] direction. After the reorientation (bottom) all spins are parallel to the (001) surface and parallel to the [110] direction which formerly defined the each of the (110) walls. This observation is of particular interest, since the a particular bulk wall (see table 3.2) which exhibits exactly this spin arrangement is a bulk (001) wall, a bulk wall parallel to the surface plane. Altogether this leads to the conclusion that the antiferromagnetic spin reorientation observed at the Co/NiO interface can be described as the formation of an antiferromagnetic bulk like (001) domain wall parallel to the surface.

### 6.3.3 Reorientation and Lattice Distortion

The right panel in figure 6.5 illustrates the realized spin axis and correlates them to lattice distortions that were identified in chapter 3 to favor a particular spin axis. The representation Nickel and Oxygen atoms is similar to chapter 3.

For the bare surface a monoclinic expansion along [110] favors the [112] orientation (blue arrows). The six oxygen atoms surrounding the central Ni atom are shown as yellow spheres. On the bottom the situation which favors a [110] spin axis as observed for the exchange coupled interface is illustrated. The [110] axis (green double headed arrow) and the orthorhombic contraction is shown (green dotted arrow). The orthorhombic contraction is here realized by moving all outer Ni atoms (red) closer together along [110] (yellow dotted arrows). As a result the lattice is contracted along [100]. This can for example be achieved by oxygen deficiency as indicating by the transparent spheres representing the oxygen atoms in the figure. It will be demonstrated in chapter 8 that oxygen diffusion across the interface into the Co layer leading to a chemical reaction at the interface is indeed observed.
Figure 6.5: Visualization of the In-Plane Reorientation

Left: Direction of spin axis in each antiferromagnetic domain and the center of the domain wall before (top) and after Co deposition (bottom).

Right: Top view onto a (111) lattice cell formed by nickel and oxygen atoms. A monoclinic expansion (dotted blue arrow) favoring a spin axis parallel to [121] (double headed blue) is depicted on top. Oxygen deficiency leads to a compression along [110] (dotted yellow arrows) and thus an orthorhombic compression along [100] (dotted green arrow). The resulting easy spin axis is parallel to [110].
6.3.4 Interfacial Exchange Anisotropy

The magnetic configuration of a single polycrystalline 2nm thin Cobalt layer typically exhibits a strong in-plane anisotropy. Any out-of-plane component of the magnetization increases the magneto static energy by several $10^7$ erg/cm$^3$ due to the magnetic dipole field. For this reason the easy axis of the Co film itself is parallel to the surface plane. Here the spins at the antiferromagnetic NiO(001) surface are coupled to the ferromagnetic Co spins by an exchange anisotropy energy which favors parallel alignment. Hence the antiferromagnet spin axis rotates into the surface towards into the [110] direction following the Co spins and forming a (100) wall.

The energy which is necessary to form the (100) wall can now be estimated. Following the explanations in chapter 3 both spin orientations [112] and [110] parallel to the (111) plane can in principle be realized but the [112] configuration is energetically slightly more favorable. The energy difference is about $5 \times 10^4$ erg/cm$^3$ (or 2.5 µeV/atom). The anisotropy energy perpendicular to the (111) plane is much larger (100 µeV/atom), so that the antiferromagnetic spin lattice will first try to achieve an energy minimum by rotating the spins within the (111) plane rather than tilting any spins perpendicular to it.

The width of a (100) wall has been observed in the previous chapter to be about 150 nm and consequently the observed spin reorientation or wall is estimated to extend about 100 nm into the bulk\(^2\). The excess in anisotropy energy caused by formation of the wall (about 500 atoms $\times$ 2.5 µeV/atom $= 1.3$ meV has to be compensated for by the exchange coupling to the ferromagnet right at the interface. The increase in magneto static energy within the parallel domain wall of this size therefore corresponds to an anisotropy energy per interfacial unit area of 1.3 meV/atom or 1.2 erg/cm$^2$.

The estimated value for the interfacial exchange energy density is in particular interesting because it is very close to the Heisenberg Spin-Spin exchange energy of 3d-transition metals [66]. Following the simple model of Meiklejohn and Bean (see section 1.2) the interfacial exchange anisotropy energy is determined by the Heisenberg Spin-Spin exchange energy. However, if one uses this simple model to estimate the macroscopic exchange bias field exhibited by a 'real' ferromagnet exchange coupled to an antiferromagnet, the calculated values are usually a factor of 10 or more bigger. In this microscopy experiment however, where the ferromagnetic and antiferromagnetic domain pattern can be addressed in parallel the origin of this discrepancy is directly obvious\(^3\). Exchange coupling across the magnetically compensated Co/NiO(001) interface (no net magnetic fields arise from the ideal NiO(001) surface) does not manifest itself as a unidirectional anisotropy detected by the ferromagnetic layer but rather leads to a reorientation of the antiferromagnetic surface. Finally, this leads to the following assumption, which will be corroborated in the next chapter. While an ideal uncompensated interface exhibits a unidirectional coupling of $1 \text{ erg/cm}^2$, it appears that a compensated surface leads to an interfacial uniaxial coupling of $\frac{1}{2} \text{ erg/cm}^2$.

\(^2\)This is speculative in so far as the same mechanism responsible for domain wall formation is assumed. Other mechanism will lead to totally different thicknesses

\(^3\)Note, that hysteresis loops acquired from samples discussed in this thesis never showed any horizontal loop shift after field cooling in fields up to 1kOe
6.4 Summary on Parallel Exchange Anisotropy

The results obtained from the exchange coupled samples are summarized in the following [62].

1. The ability to tune the x-ray energy as well as its polarization allows to image the ferromagnetic domain pattern in Co or Fe and the antiferromagnetic domains at the buried NiO(001) surface.

2. The qualitative analysis of the NiO XMLD and Fe/Co XMCD contrast reveals a collinear coupling between the spin axis of each antiferromagnetic domain and the uniaxial anisotropy of adjacent ferromagnetic domains.

3. The quantitative analysis yields a common preferred axis of the two magnetic systems which is parallel to [110].

4. Two different antiferromagnetic [110] in-plane domains remain out of the four out-of-plane domains observed prior to deposition of the ferromagnet. The antiferromagnet experiences an in-plane reorientation.

5. The antiferromagnetic configuration at the buried (001) surface resembles the one of an antiferromagnetic domain wall parallel to the interface.
Chapter 7

Blocking Temperature and AFM Domain Structure

In this chapter the question is addressed how the observed domain pattern on NiO(001) and Co/NiO(001) evolves if the temperature is increased above the Néel temperature $T_N$. Especially the behavior close to $T_N$ is of interest, because it is a common observation that the exchange bias field disappears at the so called Blocking Temperature $T_B$ significantly below $T_N$ [59]. It will be demonstrated that the ability to distinguish between antiferromagnetic and ferromagnetic order gives interesting new insight into the origin of $T_B$ and how it can be related to the antiferromagnetic domain structure. For this experiment 30-40 XMLD or XMCD images were acquired while the sample was slowly annealed from room temperature up to 600K. XMCD images are the results of images acquired with circular polarization at the Co L$_3$ and L$_2$ absorption edges. XMLD images were obtained using linear polarized x-rays at the NiO L$_{2a}$ and L$_{2b}$ resonance.

The dependence of the dichroism signal on the magnetic properties will be reviewed first. In chapter 2.3.4 and 2.3.5 expressions for the XMCD and XMLD intensity in general were given. The dichroism intensity depends on the thermodynamic expectation values of the magnetic moment $< M >$ for the ferromagnet or its square $< M^2 >$ in case of an antiferromagnet. The second term denotes the dependence on the angle between the relevant polarization vector and the magnetic direction or axis.

$$I_{\text{XMCD}} \sim < M > \cos(\vec{s} \cdot \vec{M})$$ (7.1)
$$I_{\text{XMLD}} \sim < M^2 > \cos^2(\vec{E} \cdot \vec{M})$$ (7.2)

If now a dichroism image is acquired the intensity of every image point is given by these expressions and changes in the dichroism intensity may be attributed to two different effects.

1. The thermodynamic average of the magnetization $< M >$ or its square $< M^2 >$ changes.

2. The direction of $< M >$ or its square $< M^2 >$ changes.
A decrease in the thermodynamic average will be observed if the temperature is increased. For the temperature range considered here (300-600 K) the average of the magnetic moment $\langle M_{\text{Co}} \rangle$ of the ferromagnet will decrease linearly by a very small amount, because the Curie temperature is much higher (1398K).

The temperature dependence of $\langle M^2 \rangle$ is more complicated and is denoted in the following, derived from a molecular field approximation [68].

$$\langle M^2 \rangle = g^2 \mu_B^2 J(J+1) - g\mu < M > \coth(g\mu_B H/2kT)$$  \hspace{1cm} (7.3)

In this equation $g$ stands for the gyromagnetic ratio, $J$ for the quantum number of the total spin (1 for a 3$d^8$ system), $\mu_B$ for the Bohr magneton, $k$ for the Boltzmann constant, $H$ for the molecular field and $< M >$ for the expectation value of the moment of the antiferromagnet. It can now be shown that above $T > 0.6 T_N < M^2 >$ and the XMLD intensity decreases linear with temperature [68, 91, 76]. This behavior is shown for example by the blue line in figure 7.1. It is important to note that, if the experimental observation does not show a linear decrease of the XMLD signal the second origin for a change of the XMLD intensity has to be considered and a reorientation of the magnetic moment or the magnetic axis needs to be assumed.

In the following a distinct deviation from the linear dependence is observed in NiO and Co/NiO. The deviation reaches its maximum in a temperature region which is typically attributed to the vanishing of exchange anisotropy (0.85-0.95 of $T_N$). The existence of the blocking temperature is then attributed to a reorganization of the antiferromagnetic domain pattern.

### 7.1 Antiferromagnetic Domains Pattern near $T_N$

Temperature dependent XMLD images were obtained from a cleaved NiO(001) surface. For each XMLD image the average XMLD intensity $I_{\text{XMLD}}$ of the image has been calculated. The result $I_{\text{XMLD}}$ is divided by the value obtained above $T_N$ for normalization purposes. In addition the standard deviation has been calculated from the image data. These two values are plotted versus the relative sample temperature $T/T_N$ in figure 7.1. For comparison a straight line representing the expected linear decrease for $I_{\text{XMLD}}$ is shown as well.

The temperature dependence of the XMLD intensity deviates significantly from the expected linear decrease. The maximum deviation occurs between 85% and 95% of $T_N$. Following the considerations in the previous section this indicates that the direction of the antiferromagnetic axis averaged over the image area changes during the annealing process. The assumption is corroborated by the behavior of the standard deviation which exhibits a maximum at this temperature range. This behavior indicates that the XMLD intensities which are present in the image are distributed in a larger range around the average value than at room temperature.

This shall be demonstrated by four selected images from this temperature series. Except the fact that the overall contrast is reduced there are only small differences in the domain patterns observed at 300K and at 420K ($0.8 \times T_N$). Increasing the temperature just a little
Figure 7.1: Temperature Dependence of AFM Surface Domain Pattern

The plot shows the dependence of the average XMLD intensity obtained from all pixels in the acquired images and the standard deviation of their intensity distribution. The straight (blue) line indicates the expected linear decrease of \( <M^2> \) (see text). The maximum deviation from the linear decrease coincidences with a maximum in the standard deviation around \( T_B \). Images for some characteristic temperature values are shown. The black lines in these images serve as a guide to the eye to enhance domain wall features.
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bit more to 460K ($0.87 \times T_N$) the domain pattern does change drastically. Most of the (110) walls that could still be observed at 420K have disappeared and a new (100) wall appeared. At 540K above $1.03 \times T_N$ no XMLD contrast can be observed anymore.

Altogether, annealing the NiO(001) surface does not only lead to a decrease in $< M^2 >$ which will eventually cause the antiferromagnetic order to vanish above $T_N$ but also leads to a reorientation of the antiferromagnetic domain pattern. As a possible reason for the reorganization the fact that the anisotropy energies in NiO(001) are temperature as well as changes in the lattice parameter which will lead to changes in the magneto static energy are mentioned. The observed reorganization processes are especially pronounced around $0.9 \times T_N$, a temperature which is usually attributed to the blocking temperature of NiO(001)[59].

7.2 Temperature Dependence of the Coupled Domain Pattern

A similar experiment as before has been performed after deposition of 10 monolayer of cobalt onto a cleaved and annealed NiO(001) surface. This time XMCD as well as XMLD images were obtained during annealing and cooling. Only the average XMCD intensity has been calculated from the images and is shown together with the images in figure 7.2.

At room temperature the same domain patterns are observed as it has been reported in the previous chapter. Above the Néel temperature the antiferromagnetic contrast vanishes and only two ferromagnetic domains are left. Judging from the XMCD contrast Co domains with their spin direction left and right in the image plane have vanished in favor of domains with their spins up and down. Secondly most of the ferromagnetic domain walls have changed their orientation from (110) at room temperature to a plane parallel to the image vertical. A possible reason for this preferential alignment of magnetic moments within the domains and the domain walls may be the small magnetic field originating from the filament used to anneal the sample. Note that the ferromagnetic domain pattern observed above $T_N$ is partly preserved throughout the cooling process in areas with vertical orientation of the antiferromagnetic axis.

During the cooling process the antiferromagnetic domain pattern observed at room temperature is not directly reinstated below the Néel temperature and additional domains appear around 80% of $T_N$. Similar to the findings on the bare surface this indicates that reorganization of the antiferromagnetic domain pattern also in the exchange coupled structure takes place around 85% of the Néel temperature. The XMCD intensities shown in figure 7.2 corroborate this observation. As the XMLD intensity on the bare surface the measured XMCD intensity shows a distinct deviation from the expected linear behavior. This deviation from the expected linear dependence can now again be linked to a reorganization process in the domain pattern. It has been reported in the previous chapter that in exchange coupled Co/NiO(001) the spin in the Co layer force the antiferromagnetic spins to realign at room temperature. On the other hand it is demonstrated here, that the Co domain pattern itself is still determined by the overall arrangement of the antiferromagnetic domains.
7.2. **Temperature Dependence of the Coupled Domain Pattern**

Figure 7.2: Temperature Dependence of AFM/FM Exchange Coupled Domain Pattern

Images of the antiferromagnetic and the ferromagnetic domain structure while cooling the sample through $T_N$. Four different FM and two different AFM domains can be identified below $T_N$. The antiferromagnetic domain pattern disappears above 525K and is reestablished without significant changes at room temperature after cooling. However a different domain pattern is observed right below $T_N$. The average XMCD intensity is plotted during the annealing and cooling cycle showing a deviation from the expected linear decrease around $T_B$. The field of view and the sample orientation is similar to the previous figure 7.1.
7.3 Summary on AFM/FM Domain Structure Close to $T_N$

First of all the findings in this chapter corroborate two conclusions that were made in chapter 5 and chapter 6. The observed contrast on the NiO surface is indeed caused by antiferromagnetic domains and the Co domain pattern which evolves on Co/NiO is caused by exchange coupling to the NiO. Both observed effects disappear above the ordering temperature of NiO.

The more striking information obtained from the temperature dependent experiments is that the antiferromagnetic domain structure in a single crystal is not static upon annealing. This behavior is common for ferromagnetic systems but has not yet observed for antiferromagnets. Especially the fact that exchange bias disappears significantly below $T_N$ especially for NiO(001) can now be understood. Exchange bias is typically achieved by field cooling during which a certain antiferromagnetic domain configuration is frozen in. In this context the antiferromagnetic domain configuration serves as a matrix, which will not change at room temperature or if external fields are applied. However as soon as the matrix does change the observed exchange anisotropy linked to it will also change or even vanish.

Although the samples grown on single crystal surfaces do not exhibit exchange bias these results present strong evidence and represent the very first experimental observation for the fact that the antiferromagnetic domain structure on NiO(001) rearranges significantly below the ordering temperature. This behavior is identified to be a possible origin of the disappearance of unidirectional anisotropy below $T_N$. 
Chapter 8

Interfacial Spins in Co/NiO and Exchange Anisotropy

The chemical and magnetic structure at the interface between antiferromagnetic NiO and ferromagnetic Co is investigated in this chapter. The chemical reaction at interface between Fe, Ni Co and their native oxides has been extensively studied by T.J. Regan at Stanford University using high resolution XAS [68, 69]. These results will be reviewed in chapter 8.1.

Upon deposition of a thin Co film on a NiO surface changes in the NiO and Co XAS spectra are observed that are attributed to the formation of a thin CoNiO$_x$ like layer at the interface. An element specific XMCD experiment reveals that the interfacial Ni spins are aligned parallel to the spins in the Co layer by ferromagnetic exchange coupling resulting into a net interfacial spin polarization. Subsequent annealing leads to further reduction of the NiO at the interface and an increased ferromagnetic Ni signal. Finally the coercivity of the system is found to be proportional to the interfacial magnetization, indicating that the amount of interfacial Ni spins or the thickness of the CoNiO$_x$ layer determines the interfacial exchange anisotropy.

The investigated samples grown on single crystal NiO(001) do not show exchange bias due to their large domain size. On the other hand they do show a distinct interfacial spin polarization, which has typically been attributed with the existence of exchange bias (see chapter 1). The results presented in the first part of this chapter however demonstrate that an interface polarization at the compensated surface only contributes to the uniaxial anisotropy of the system and not to the unidirectional anisotropy. Upon field reversal the observed Ni interfacial moments simply follow the ferromagnet Co spins. For this reason these moments are regarded as rotating or free moments.

Finally an exchange biased polycrystalline Co/NiO sample is investigated for comparison. Element specific hysteresis loops of the ferromagnetic Co and the interfacial Ni are acquired using XMCD. The hysteresis loops of only the interfacial Ni spins exhibit an additional vertical loop shift which can be attributed to moments that do not rotate in an external

---

1. Takano et al. [93] have shown that the size of exchange bias decreases with 1/d where d is the typical domain size. For d larger than 1 $\mu$m the bias field appears negligible.
field. These moments are referred to as pinned moments and are identified as the origin of the horizontal loop shift. The size of the macroscopic exchange bias field is calculated from the microscopic number of pinned spins using the Meiklejohn and Bean approach.

8.1 Chemical Reaction at the Metal/NiO Interface

8.1.1 Introduction

Using the soft x-ray beamline 10-1 at the Stanford Synchrotron Radiation Laboratory high resolution x-ray absorption spectra of Co/NiO interfaces are acquired. The energy resolution in the region between 700-900 eV is typically about 0.1-0.15 eV considering a constant relative energy resolution $\frac{E}{\Delta E}$ of 5000 to 7000. The spectra are acquired in the total electron yield mode.

As already been introduced in chapter 2.3 the XAS line shape is extremely sensitive to any changes in the local chemical environment of the investigated species. The investigated samples are prepared by microwave sputtering or electron beam evaporation techniques in UHV (see chapter 4). Figure 2.5 in chapter 2.3.2 shows the qualitative differences between the spectra of the 3d-metals Fe/Co or Ni and their native oxides $\text{Fe}_2\text{O}_3$, CoO and NiO. These XAS spectra will serve in the following as reference spectra for the quantitative analysis of the XAS spectra of exchange coupled samples.

To compare spectra obtained from different samples with different electronic configurations they need to be appropriately normalized. First the standard normalization procedure is applied. For this purpose the sample electron yield signal is divided by the electron yield signal originating from an upstream gold mesh which measures the incoming intensity. This step ensures that the measured XAS spectra do not depend on the spectral function of the optical system of the soft x ray beamline. After that a linear background is subtracted such that the XAS signal vanishes for photon energies smaller than the investigated absorption resonance. This linear background signal originates from other absorption resonances with lower binding energies. Finally the XAS spectra are divided by the integrated intensity so that all spectra are normalized to the same number of electrons/holes in the ground state because the integrated intensity is proportional to the number of holes in the ground state (for details and choice of integrations boundaries see [69]).

For an unknown sample which consists of atoms in a metallic as well as an oxidic environment it is assumed that the resulting spectra is a direct results of a linear combination of metal and oxide spectra. By fitting the unknown spectra with suitable reference spectra it is then possible to extract the relative concentrations of metal and oxide from the weighting factors. For this purpose one needs to consider carefully the escape length of the electrons. For a interfacial chemical reaction not only the relative concentration of metal and oxide changes but also the changing distance from the interface for both metal and oxide species plays a role[69].
### 8.1. Chemical Reaction at the Metal/NiO Interface

#### Table 8.1: Thermodynamic Properties of Selected 3d-metals and their Oxides

<table>
<thead>
<tr>
<th></th>
<th>Electronegativity</th>
<th>$E^0[V]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>1.6</td>
<td>-0.47</td>
</tr>
<tr>
<td>Co</td>
<td>1.7</td>
<td>-0.27</td>
</tr>
<tr>
<td>Ni</td>
<td>1.8</td>
<td>-0.23</td>
</tr>
</tbody>
</table>

The table shows the electronegativity for Fe, Co and Ni as well as their reduction potential $M^+ + e^-$. 

#### 8.1.2 Results on Co/NiO

**Thermodynamic Properties**

One may already intuitively expect that an interface between a metal and an oxide is not sharp, because chemical forces that are not negligible at $T > 0$ might drive oxygen to diffuse from the oxide into the metal layer. Table 8.1 shows the electronegativity and reduction potential of the three investigated species to illustrate this assumption. The electronegativity is a measure for the ability of a particular species to attract electrons. Fe and Co exhibit a lower electronegativity than Ni, which means that in the presence of oxygen predominantly Fe and Co will be oxidized compared to Ni.

This is also reflected in the reduction potential, which is lowest for Ni. It is concluded from these elemental data the general tendency that Co or Fe might be able to reduce NiO if they are in close contact.

**XAS of the Co/NiO Interface**

Co L$_3$ and Ni L$_2$ XAS spectra obtained from a (1nm)Co/(1nm)NiO sample are shown in figure 8.1. The reference spectra for the metals are represented in blue and the ones for the mono oxides are drawn in green. For demonstration purposes the thicknesses of the layers have been chosen so small so that the observed effects are very pronounced because the interfacial layer contributes with more than 25% to the total XAS signal. The spectra of the unknown sample is shown in red. The XAS intensity for the Ni-L$_2$ edge appears to be decreased compared to the oxide sample, indicating the increasing metallic character of Ni atoms in the film. On the other hand the spectrum obtained at the Co L$_3$ resonance exhibits a multiplet character now and increased peak intensity. Both observations are an indicator of more oxidic character of the original metallic Co film.

Altogether the line shape observed for the unknown samples suggest that their XAS spectra can be represented as a superposition of the pure metal and the oxide. To corroborate this assumption the last spectrum in the graph (black) shows a linear combination of metal and oxide spectra to best fit the unknown spectra. An excellent agreement is achieved demonstrating that indeed at the interface a certain amount of Co is oxidized to CoO and NiO is reduced at the same time to Ni. The thickness of the interfacial layer consisting of CoNiO$_x$ can be derived from the weighting factors used to for the fit. Considering an electron escape length of 2.5 nm one estimates that about a monolayer of Ni is formed on top of the
Figure 8.1: Absorption Spectra of Co/NiO
Absorption spectra obtained from (1nm)Co/(1nm)NiO in Co/NiO (red). These are compared to the reference metal (blue) and oxide (green) spectra. The black spectra shows a fit to the (red) Co/NiO spectra assuming that 1 monolayer of Co is oxidized and 1 monolayer of NiO is reduced at the interface. NiO and a monolayer of CoO at the bottom of Co. Therefore the thickness of the interfacial CoNiO$_x$ layer is 2 monolayer [61, 69].

For Fe/NiO a stronger initial interfacial redox reaction has been reported [69] due to the larger difference in the chemical potential. However the identification of the particular oxide which is realized at the interface is more difficult, because iron forms different stable oxides such as Fe$_2$O$_3$, Fe$_3$O$_4$ at room temperature. For Fe the best fit can be obtained by assuming a mostly Fe$_3$O$_4$-like interface, which is in accordance with electron energy loss spectroscopy studies\textsuperscript{2}.

\textsuperscript{2}V. Bocatius, private communication
8.2 Free Interfacial Spins and Uniaxial Exchange Anisotropy

The knowledge about the chemical interfacial reaction obtained from thin films is now applied to the Co/NiO(001) samples discussed in the previous chapter to address the magnetic order at the interface. The XMCD signal arising from ferromagnetic metallic Ni sites within the CoNiO$_x$ like interface is employed to obtain an image of the spatial distribution of the magnetic order at the interface. The possible formation and ordering of CoO at the interface is discussed as well.

The following experiments were again performed using the PEEM2 instrument. Local absorption spectra were obtained from ferromagnetic Co and Ni domains. The energy resolution of beamline 7.3.1.1. is limited to $E/\Delta E = 1500$. For this reason it was difficult to perform a similar data analysis as discussed previously to extract the thickness of the chemical active layer. In this case the thickness will be estimated from the size of the magnetic signal arising from metallic Ni spins in the microscopy experiments.
Figure 8.3: Pure Interfacial Ni Moment in Co/NiO without AFM Contrast
Dichroism images of ferromagnetic Co (top, blue), antiferromagnetic NiO (green, bottom) and ferromagnetic Ni (cyan, middle). Compared to figure 8.2 the sample had been rotated by 45° around its surface normal. No antiferromagnetic contrast is visible in this geometry. The ferromagnetic domain pattern observed for interfacial Ni forms an exact replica of the pattern observed in the Co layer.

8.2.1 Ni XMCD of a Buried Co/NiO Interfaces

Figure 8.2 shows XMCD images of ferromagnetic Co and Ni as well as an XMLD image of antiferromagnetic NiO. The geometry is chosen such that the in-plane electromagnetic field vector is parallel to [110]. The legend on the left side of the figure shows the direction of the incident x-rays, the polarization vectors and correlates image grey levels with the orientation of the magnetic moment within each domain. The Co XMCD images reveal three different contrast levels representing parallel, antiparallel and perpendicular alignment of the spin moment with respect to the helicity of the light. In addition XMLD contrast arising from antiferromagnetic domains in NiO can be seen and the parallel alignment between antiferromagnetic NiO and ferromagnetic Co is again observed.

By employing the Ni XMCD effect the interfacial spin polarization finally becomes visible. Again three different contrast levels are observed as in the Co XMCD images. The spatial distribution of the ferromagnetic Ni domains is a complete replica of the Co ferromagnetic
domain pattern demonstrating that they are the result of metallic Ni moments ferromagnetically exchange coupled to the Co domains. However, the relative contrast levels are different in the Co and the Ni XMCD images. This is due to the fact that the very small XMCD signal (0.3%) is still superimposed by the XMLD effect which does not exactly cancel out.

For this reason a second set of images had been acquired in another geometry in which no XMLD contrast is expected. This is shown in figure 8.3. The angle between antiferromagnetic axes and electric field vector is the same for both AFM domains and they cannot be distinguished. Now, the nickel XMCD contrast is not superimposed by the residual XMLD contrast in this geometry and the observed domain pattern for the interfacial Ni moments forms an exact replica of the domain pattern observed for the Co film and parallel coupling between interfacial Ni and Co along [110] is observed.

In the following the thickness of the CoNiO$_x$ like layer is estimated from the size of the XMCD contrast. The XMCD contrast between two domains calculated from the image intensity is 0.5% in figure 8.3. The [110] directions include an angle of 52° with the polarization vector and the degree of circular polarization is 75%. Hence the corrected XMCD value is 1.0%. Taking into account these geometrical factors the corrected XMCD asymmetry between opposite domains reaches 1% in the as prepared state.

The maximum XMCD value expected for metallic Ni is 16% [16]. Assuming an electron escape length in NiO of 2.5nm the first monolayer contributes to the total signal with 8%. Hence an XMCD signal of 1.3% can be expected from a full monolayer of Ni on top of NiO. This leads to the conclusion that about 0.75 monolayer of Ni or 1.5 monolayer of CoNiO$_x$ are produced by the interfacial chemical reaction and give rise to the interfacial spin polarization. Assuming layer by layer reduction of the NiO the following general expression is derived to calculate the thickness of the metallic Nickel layer from the corrected XMCD difference $I_{XMCD}$.

$$ x = -2.5 \text{ nm} \ln(1 - \frac{I_{XMCD}}{16\%}) $$ (8.1)

A thickness of 0.75 monolayer for the as prepared sample is in accordance with results obtained on thin film samples earlier by Regan et al. [69]. The observed thickness of the CoNiO$_x$ like interfacial layer is similar for single crystalline or polycrystalline samples. This shows that the thickness of the interfacial layer can be extracted from the size of the magnetic contrast arising from the metallic Ni atoms located at the interface as well as from a linear combination of metal and oxide reference spectra.

8.2.2 CoO XMLD of the Co/NiO Interface

The question remains whether or not the interfacial CoO is antiferromagnetic or forms a magnetically homogenous ferro(i)magnetic layer together with the Ni atoms. In other words, the question is whether the final sample structure is Co/CoNiO$_x$/NiO or Co/CoO/Ni/NiO. To address this question CoO XMLD images are acquired. Although the Néel temperature

---

3In principle the XMLD asymmetry is identical at the L$_3$ and L$_2$ NiO resonances. But since the line shape is slightly different it does not cancel out completely.
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Figure 8.4: XMLD Images of 2ML of CoO Prepared on NiO at RT.

of bulk CoO is below room temperature (290K), a thin film of CoO will show magnetic order since it is exchange coupled to the other magnetic layers with much higher ordering temperature (see for example [13]). However images obtained with the ALS-PEEM2 on exchange coupled Co/NiO(001) never exhibited any CoO XMLD contrast.

To demonstrate that this is not due to the limited energy resolution of the beamline XMLD images obtained from 2 monolayers of CoO directly deposited on NiO obtained with the STAIB PEEM are shown in Figure 8.4. The CoO layer were deposited on a sputtered NiO surface in a $10^{-6}$ mbar oxygen atmosphere using a Co electron beam evaporator at a deposition rate of about 0.5 monolayer/minute. The beamline optics were positioned such that the photon flux and the energy resolution of the UE56/1 at BESSY2 beamline were similar to beamline 7.3.1.1 at the ALS. CoO XMLD images are acquired by scanning the X-ray energy 0.6 eV lower and higher than the energy for the center of the CoO L3 absorption resonance. Comparing the XMLD images of CoO and NiO the parallel coupling and the antiferromagnetic order of the thin CoO film at room temperature can clearly be seen. The CoO domain pattern is identical to the NiO domain pattern. The XMLD asymmetry between adjacent CoO domains is about 2%. Using the same energies relative to the peak position a similar effect was never observed in the CoNiO$_x$ interfaces, although in principal dichroism effects of less than 0.5% can be observed. This lead to the conclusion that the interfacial CoO is not antiferromagnetically ordered but rather forms a single magnetic film together with the interfacial Ni spins.
8.2.3 Temperature Dependence of the Interfacial Spin Polarization

So far the formation of an interfacial CoNiO\textsubscript{x} layer as the results of a chemical reaction has been found. A gradient in chemical potentials across the interface is supposed to be the origin of this reaction. To corroborate this assumption the effect of annealing on the interface thickness will be studied. In particular the dependence of the interface thickness on the annealing time at 600K will be investigated. Six different samples were prepared by e-beam evaporation of 2nm Co on cleaved NiO(001) surfaces. Each of the sample was annealed at 600K in a base pressure of better than \(10^{-9}\) mbar, for 10, 20 (3 samples), 30 or 45 mins. The temperature was reached within less than one minute and dropped again below 400K within less than a minute. The data were taken at room temperature after waiting for typically another 10-15 minutes. Finally, a Ni XMCD image has been acquired for each sample before it was annealed. In all cases the initial XMCD contrast is about (0.3%-0.5%) and the net polarization of the interfacial Ni atoms follows perfectly the ferromagnetic Co domain pattern.

Determining the XMCD intensity

Results obtained from a particular sample after annealing for 30 minutes are now shown in Figure 8.5. In contrast to previous Ni XMCD images the XMCD contrast can easily be recognized and there is no superimposed XMLD information visible. The amount of ferromagnetic Ni at the interface appears to be increased compared to previous experiments.

To quantify the XMCD contrast image stacks across the L-absorption edges of Co and NiO were acquired. Local XMCD spectra of ferromagnetic Co and the still highly diluted ferromagnetic Ni spins within the buried interface are derived. Both spectra represent the average of black and white domains in the upper and lower part of the field of view of 30 \(\mu m\). The Co XMCD spectra does not show any deviations from bare Co metal. Of more interest is the line shape of the Ni XMCD. The photon energies at which the difference spectra reaches its maximum are 0.3 eV below the L\textsubscript{3} edge and at the first peak of the L\textsubscript{2} edge. As shown earlier in chapter 2.3.2 (see figure 8.1 for the NiO L\textsubscript{2} resonance) these are exactly the energies where the absorption features of Ni metal appear relative to NiO. The observed ferromagnetically ordered Ni atoms in the XMCD images are therefore indeed the result of a chemical reaction and are located in a more metallic environment\textsuperscript{4}.

It has been shown that for diluted ferromagnetic systems the L\textsubscript{3} XMCD asymmetry scales with the total magnetic moment of the investigated species [64]. For this purpose the L\textsubscript{3} XMCD asymmetry is calculated by \((I^+ - I^-) / (I^+ + I^-)\), where I\textsuperscript{\pm} denotes the XAS intensity for spin up or down domains at the L\textsubscript{3} edge. Here, one obtains 2.2% (or 3.4% after taking into account the degree of circular polarization \(P_c = 75\%\)). The thickness of the interfacial CoNiO\textsubscript{x} like layer can be estimated from the size of the XMCD signal (or the number of ferromagnetic spins) by using equation (8.1).

\textsuperscript{4}The small structures which appear on the high energy side of each peak in the XMCD spectra are most likely due to the energy dispersion of the monochromator which leads to a continuous energy shift of +(50-100) meV from the top of the image to the bottom. The spectra were not corrected for this energy shift.
Figure 8.5: XMCD Spectra of Co and Interfacial Ni in CoNiO$_x$
XMCD images of Co and Ni are shown. Image stacks are acquired at the Co and Ni L absorption resonances. XAS (black and red) and dichroism (green) spectra of ferromagnetic domains with opposite magnetization are shown on the right. The field of view is 40µm.
8.2. Free Interfacial Spins and Uniaxial Exchange Anisotropy

Figure 8.6: Interfacial Spin Polarization and Annealing
The interfacial spin polarization as determined from the Ni XMCD signal after annealing at 600K for 10, 20, 30 or 45 mins. The data were fitted with an exponential function. The saturation thickness is 1.5 nm with a decay time of 21 min. The arrow marks the data point obtained from the sample discussed in detail.

Temperature Dependence

Figure 8.6 summarizes the result obtained from all samples. After an initially very strong increase the chemical reaction appears to slow down. This is a direct result of the decreasing gradient in oxygen concentration and difference in chemical potential with increasing interface thickness. After 45 mins of annealing at 600K the Ni metal layer reaches a thickness of 1.3 nm corresponding to a complete interface thickness of 2.6 nm.

At this point it should be noted that annealing of an exchange coupled system above its Néel temperature and subsequent cooling in an external field is a procedure often used to introduce the exchange bias field (field cooling). From the data presented here it becomes clear that already a very short annealing time of a minute above the Néel temperature of 520K will lead to a Ni metal thickness of 0.2 nm or an interface thickness of 0.4 nm. This already corresponds to one complete lattice plane. Since most theories attempt to describe exchange anisotropy assuming atomically flat interfaces, the reported observations are of crucial importance.

A study which corroborates the findings reported on NiO surfaces here has been presented by Farrow et al. [23] who investigated Fe₂O₃/NiO interfaces using transmission electron
Hysteresis loops obtained from Co/NiO(001) as prepared (red) and after annealing for 45 mins at 600K (red). The coercive fields for the samples described in figure 8.6 are shown on the right. The data were fitted exponentially with a maximum field of 1250Oe and a decay length of 0.7nm. On the bottom Co and Ni XMCD images of a third sample are shown before and after applying a vertical field of 1.3kOe. All the observed interfacial Ni moments follow the Co moments on top. Areas exhibiting an easy axis perpendicular to the direction of the applied field are not affected by the field indicating the existence of an uniaxial anisotropy.

microscopy (TEM). Upon annealing the formation of a NiFe₂O₄ interfacial layer is observed. The advantage of the present XAS study that the samples can be studied in-situ, while the TEM samples need to be prepared to be penetrated by the electron beam. Furthermore magnetic information can be directly extracted, which has not been addressed in the TEM experiment.

8.2.4 Magnetic Properties
Temperature Dependence of Coercivity
The coercivity of the six samples investigated in the previous section is now determined by acquiring hysteresis loops using an ex-situ magneto-optical kerr effect (MOKE) to investigate

---

Figure 8.7: Relation between Interfacial Thickness and Coercivity.

[Graph showing the relation between interfacial thickness and coercivity]

---
8.2. Free Interfacial Spins and Uniaxial Exchange Anisotropy

Figure 8.8: The 'Third' Layer in AFM/FM Pairs.

The figure illustrates the difference between AFM/FM model systems often assumed in theoretical work and the situation found in Co/NiO(001). Instead of a sharp interface between ferromagnet and antiferromagnet an additional third layer is formed by an interfacial chemical reaction. The magnetic properties of the layer are assumed to change gradually from antiferromagnetic over ferrimagnetic to ferromagnetic.

the correlation between the macroscopic magnetic properties and the chemical properties of the interface. The samples were capped with 5nm of Cu to prevent the Co layer from oxidation. The hysteresis loops were measured with the external field applied along one of the in-plane [110] axes. On the top left of figure 8.7 two hysteresis loops are shown. The loop drawn in black has been acquired from the sample with the largest interface thickness while the red loop has been taken from an as prepared sample. The difference in coercivity is obvious. The as grown film shows hardly any coercivity while the switching field of the annealed film is more than 1kOe. Nevertheless both hysteresis loops shows a distinct square shape pointing out that the system exhibits a uniaxial anisotropy. Note, that the MOKE signal still increases beyond the switching field. This behavior is caused by domains exhibiting an easy axis perpendicular to the applied field. They will show magnetic saturation at much higher fields, because of the uniaxial anisotropy.

The dependence of the coercivity on the thickness of the interfacial layer obtained from the six different samples is shown in the right panel of figure 8.7. The colored arrows indicate the data points obtained from samples discussed here in detail. Of special importance is the fact that the coercivity does not simply increase linearly. The increase in coercivity slows down with increasing interfacial thickness, exhibiting an exponential like behavior. This behavior rules out that the coercivity increase is simply caused by the additional volume anisotropy energy originating from the additional ferromagnetic material generated at the interface. A possible origin for this behavior is presented in the following.
8.2.5 Discussion: Interfacial Uniaxial Exchange Anisotropy

The reported observation can be understood by assuming that first only the interfaces contribute significantly to the increased coercivity and second a certain amount of CoNiO$_x$ is necessary to form a complete interface. In figure 8.6 the dependence of the coercive field (and hence the uniaxial anisotropy) on the thickness of the interfacial layer $t$ is fitted with the following exponential function:

$$H_c(t) = A \times (1 - \exp\left(\frac{-t}{0.7\text{nm}}\right)) + B \times t + 50\text{Oe}$$  \hspace{1cm} (8.2)

The linear term $B$ represents the contribution to the coercive field caused by the volume anisotropy of the CoNiO$_x$ layer, since the total thickness of the CoNiO$_x$ layer is small this contribution is also relatively small. The fit yields a value of 30 Oe/nm for $B$. The last term in the equation corresponds to the coercivity resulting from the volume anisotropy of the top Co layer, which is assumed in good approximation to be constant (50Oe). The exponential term finally corresponds to the coercivity introduced by the uniaxial interfacial exchange coupling between Co and NiO mediated by the CoNiO$_x$ layer. The exponential decay length of 0.7nm can be interpreted as the thickness which is necessary to establish a magnetically ‘complete’ interface. The value found here (0.7nm) is comparable to exchange lengths in ferromagnetic systems and appears therefore reasonable. It corresponds to about two lattice constants in the Co/NiO lattice, which means that two complete monolayers of CoNiO$_x$ are needed to establish the full parallel uniaxial coupling between Co and NiO. The factor $A$ represents the coercivity caused by this coupling and a value of 1.2 kOe is obtained. Exchange coupling across the ‘third layer’ is therefore the dominant source of coercivity in Co/NiO.

Figure 8.8 illustrates the role of the magnetically active interface. On the left side the situation at an ideal interface with a sharp drop in oxygen concentration is shown. Such an ideal magnetically compensated interface would show spin flop coupling as predicted by Koon et al. [40]. However, the results reported here suggest that the ideal compensated interface does not exist and chemical roughness has to be taken into account. The oxygen concentration decays gradually into the Co forming the CoNiO$_x$ region. The magnetic ordering in this region is assumed to be changing gradually from antiferromagnetic over ferrimagnetic to ferromagnetic. For this reason spin frustration at the interface as the main source of (perpendicular) spin flop coupling is avoided and parallel coupling between the ferromagnet and the antiferromagnetic can be achieved.

8.2.6 Summary: Origin of Coercivity Increase

1. For the first time a complete chemical and magnetic characterization of interfacial spins in an antiferromagnetic/ferromagnetic system has been achieved.

2. A chemical reaction at the Co/NiO interface is observed which leads to the formation of an ultrathin CoNiO$_x$ like layer at the interface.
3. This interfacial layer exhibits a net magnetic moment which can be detected employing the XMCD effect of metallic Ni spins. The net interfacial moment is parallel to the Co moment and collinear to the antiferromagnetic axis in NiO.

4. The size of the parallel uniaxial exchange anisotropy is correlated to the size of the interfacial moment.

It has been demonstrated that on a presumably compensated antiferromagnetic surface as NiO(001) an uncompensated spin structure can be obtained. All the theoretical models presented in section 1 hold the presence of uncompensated interfacial spins essential for exchange bias, however it appears that this is not sufficient. It is shown here that interfacial spins follow the ferromagnetic spins if they are not tightly locked to the antiferromagnet. This is the situation of strong interfacial coupling between a ferromagnet and an antiferromagnet exhibiting a small anisotropy, where and no preferential magnetic direction can be established. As a result only uniaxial interfacial coupling or an increase in coercivity is found in such a system and no unidirectional coupling [61].

It is finally important to note how these results connect the model for AFM/FM exchange coupling predicted by Koon [40] in which perpendicular coupling instead of parallel coupling is predicted for the same system considered here. However, Koon assumed perfectly flat interfaces and stated that already small imperfections might lead to the observation of parallel coupling. Since it appears that perfect interfaces in that sense are not achievable, spin-flop coupling is not observed on magnetically compensated NiO(001) surfaces.

8.3 Interfacial Spins and Unidirectional Exchange Anisotropy

In the previous chapter the observation uncompensated spins at the Co/NiO(001) interface have been reported. The findings indicated that these interfacial spins are more strongly coupled to the ferromagnetic Co layer than to the antiferromagnetic NiO spin matrix and they have been identified as the source for the uniaxial interface exchange coupling. The goal is now to identify the fraction of interfacial spins that are responsible for the unidirectional exchange coupling. These spins are assumed not to follow the ferromagnet along upon field reversal but keep their original direction which is defined by the cooling field.

For this purpose a polycrystalline (3nm)Co/(50nm)NiO films has been deposited on a Si wafer with an average grain size of 25nm (section 4) which is small enough so that such a sample shows exchange bias. XMCD hysteresis loops of the interfacial Ni moments as well as the Co moments have been acquired. Both loops are analyzed regarding their horizontal loop shift as well as their saturation magnetization. Only the loop originating from interfacial Ni spins exhibit an asymmetry in saturation magnetization, a vertical loop shift, caused by so-called pinned moments. The fraction of pinned moments covering the interface is estimated to be about 4% and finally the size of the observed bias field can be accounted for by this coverage.
In the following the experimental setup is described. The experiments were performed using
the elliptical undulator source at beamline 4.0.1 at the Advanced Light Source in Berkeley.
For the experiments reported here the degree of circular polarization was switched between
±81%. The top panel of figure 8.9 shows the experimental geometry. X-rays focused on
the sample are represented by the green cones. The sample can be rotated such that the

grazing angle is changed between $+30^\circ$ and $-30^\circ$, so that the direction of the horizontal loop shift, indicated by the blue and red arrows can be changed. The external magnetic field and the propagation direction of the incoming x-rays are parallel. The XAS signal was detected in the total electron yield mode while the field was swept between $\pm 2800$ Oe to acquire the hysteresis loop. An electric field of $+1$ keV was applied to the sample to extract the secondary electrons.

In the lower panel the effect of pinned interfacial spins on the shape of the interfacial Ni hysteresis loops acquired in the two different geometries is sketched. The difference between the two geometries is that the direction of the unidirectional anisotropy and a particular helicity of the incident x-rays is either parallel or antiparallel. As a result two hysteresis loops of identical amplitude but shifted vertically against each other will be measured, since the amplitude of the hysteresis loop originating from the rotatable spins does not depend on the geometry. On the other hand the XMCD signal originating from the pinned spins does change its sign. Upon reversal of the helicity the vertical shift is then reversed as well. The fraction of the pinned moments with respect to all ferromagnetic (Ni) moments at the interface can be directly determined from the vertical loop shift.

$$\frac{M_{\text{pin}}}{M_{\text{rot}}} = \frac{V}{2M_{\text{sat}}} \quad (8.3)$$

In principle the vertical loops shift can be determined from just one loop, by simply comparing the saturation magnetization for positive and negative applied field. However this requires to determine the zero line, the signal that is obtained for zero magnetization very precisely.\(^5\)

In the following it will be shown that this cannot guaranteed with the necessary precision by using XMCD because of the feedback between magnetic field and electron yield. For this reason two loops in 'opposite' geometries are acquired.

### 8.3.2 Hysteresis Loops using XMCD

Before the results obtained from the element specific hysteresis loops are presented, the technique itself is discussed in more detail and a qualitative idea will be presented why it is possible to measure element specific magnetic hysteresis loops by employing the XMCD effect. Although the sensitivity of x ray circular dichroism to ferromagnetic order has been already well established only recently experiments were published which made use of this effect to measure element specific hysteresis loops [29, 47]. The major difficulty, is that the electron yield itself is affected by magnetic fields around the sample as illustrated in figure 8.10. X-rays are incident on the sample and eventually will excite secondary electrons as shown in the left panel. If the component of the kinetic energy of such an electron perpendicular to the surface is large enough (blue arrow) it will leave the surface and contribute to the electron yield, otherwise the electron will not be able to leave the sample (red). If now an additional magnetic field is present the electron propagation is not straight anymore but

---

\(^5\)Note, that as described in section 2.3.3 dichroism based methods typically detect the projection of the magnetization along one particular direction
Figure 8.10: How External Magnetic Fields Influence the Electron Yield

Without an external magnetic field the size of the component of the velocity of the electrons perpendicular to the surface will decide whether the electron can leave the sample or not (left). In the presence of a magnetic field however (right) electrons propagate on cycloids. In this case it is possible that an electron which would originally remain in the sample comes close to the surface on such a trajectory and finally passes the surface into the vacuum.

rather forms a cycloid. The orbiting frequency equals the cyclotron frequency typically a few GHz. Furthermore, the radius is given by the velocity perpendicular to the applied field and is inversely proportional to the field. For electrons with a kinetic energy of less than 10 eV which contribute most of the electron yield the radius and the height of the cycloid both are of the order of 100 µm, so that the situation depicted in the figure can indeed be realized.

This means that an electron which would not be able to leave the sample without external magnetic field can eventually contribute to the electron yield in a magnetic field. The electron yield signal detected in an external field $I^B$ is now the result of a modulation of the original electron yield $I$ and a function of the external field $f(B)$, or $I^B = I f(B)^6$. In general the presence of an external field will lead to an increase in the electron yield up to a certain value until a saturation situation is reached. It has now been proposed [29, 47] that it is possible to suppress the influence of this modulation by appropriate normalization procedures. All of these procedures have in common that they assume that the modulation function $f(B)$ does not depend on the photon energy or the original electron yield. The normalization procedure which is used here and is similar to the one used by Lee et al. is described in the following.

The polarization and magnetization dependent absorption signal at the L resonances has

---

6To the best of the authors knowledge no theoretical description of the function $f(B)$ has been published so far. The empirical approach presented here has been corroborated by other authors as well [29, 47]
Figure 8.11: How To Measure Element Specific Hysteresis Loops Using XMCD

Top: Four hysteresis loops acquired at the Co L$_3$ and L$_2$ absorption resonance by electron yield detection using left and right circular polarization. The loops exhibit magnetic hysteresis-like behavior superimposed by a field dependent distortion centered around zero field.

Center: Asymmetry of two loops acquired at the same x-ray energy but with opposite helicity. The sign and the size of the loops is in accordance with the L$_3$ and the L$_2$ XMCD effect. A small positive vertical shift of +1% is still present in both loops.

Bottom: The difference loop between the two loops shown in the center panel is centered around zero magnetization.
been introduced in chapter 2.3.4 using equation 2.10. In a particular geometry the electron yield intensity \( I_{3/2}^{\pm} \) for positive or negative but equal absolute value of the x-ray helicity\(^7\) is given in the following. The previously discussed field dependent modulation function \( f(B) \) is considered as well. At the \( L_3 \) or \( L_2 \) resonance the electron yield intensity is then given by the sum of an isotropic contribution \( I^0 \) and a contribution proportional to the expectation value of the magnetic moment parallel to the helicity of the x rays. The proportionality factor \( c \) is different for the two resonances and of opposite(!) sign.

\[
I_{3}^{\pm} = [I_{3}^{0} \pm c_{3} < M >] f(B) \\
I_{2}^{\pm} = [I_{2}^{0} \pm c_{2} < M >] f(B)
\]

In principle it is now possible to acquire four different loops, two at each resonance with opposite polarization of the x rays. Such loops acquired at the Co L edges are shown in the top panel of figure 8.11. Data taken at the \( L_3 \) or \( L_2 \) edge can be identified by their different average intensity, since the x-ray absorption at the \( L_3 \) edge is twice as strong as at the \( L_2 \) edge. Altogether a hysteresis like behavior of these loops is observed. The loops show features similar to saturation and remanence but appear distorted especially around zero field. This distortion is caused by the feedback of electron yield and magnetic field \( f(B) \).

Since the variation of the electron yield signal due to the circular dichroism is much stronger than modulation \( f(B) \) in this case only a ’dip’ in the signal around zero field up to 300 Oe is detected.

To extract the signal which originates from the magnetic moment of the sample alone, the asymmetry of two loops acquired at the same absorption edge is calculated.

\[
I_{3} = \frac{I_{3}^{+} - I_{3}^{-}}{I_{3}^{+} + I_{3}^{-}} = \frac{c_{3} < M >}{I_{3}^{0}} \\
I_{2} = \frac{I_{2}^{+} - I_{2}^{-}}{I_{2}^{+} + I_{2}^{-}} = \frac{c_{2} < M >}{I_{2}^{0}}
\]

The resulting loops are directly proportional to the magnetic moment of the investigated species, since they directly correspond to the XMCD asymmetry at the respective L-edge.

The middle panel in figure 8.11 shows the result. The loops now clearly resemble magnetic hysteresis loops and characteristics like saturation and remanence are clearly visible. The two loops exhibit a different sign and amplitude, however the general symmetry is identical. Even the fact that the magnetization reversal is not symmetric (different curvature for different branches of the hysteresis loops) is observed in both loops. The final hysteresis data set \( I_M(H) \) is now obtained by subtracting the two loops from each other \( I_M(H) = I_3 - I_2 \), shown in the lower part of figure 8.11\(^8\). This particular normalization step improves the overall signal to noise ratio and it eliminates the residual small vertical loop shift of about

---

\(^7\)For example \( P_c = 81\% \) as used in this setup.

\(^8\)Note that the saturation branches of the loops do still show a little gradient which is due to the fact that the external field is applied at 30° to the surface and thus the magnetization of the sample will be slowly dragged out of the surface plane into the field direction at higher fields.
0.5% observed for both loops. This so called 'isotropic' shift is observed even at non-resonant photon energies. By subtracting the two loops the resulting data set is centered around zero magnetization. It could empirically be shown, that this step of the normalization procedure leads to satisfactory results even when the XMCD signal is much smaller (< 1%) as for example on unbiased Co/NiO(001) or Co/IrMn.

In principle XMCD hysteresis loops can also be acquired by detecting the intensity of the reflected light with a photodiode appropriate for the wavelength used here. The detection of photons does have the advantage that they are not influenced by the external magnetic field, however their detection is much less surface and interface sensitive. Even right at absorption resonance where the penetration depth is short it is still of the order of 10nm\footnote{J. B. Kortright private communication}. Furthermore the size the shape and even the sign of the dichroism depends strongly on the experimental geometry and the sample structure. A straightforward interpretation of the acquired data as in case of the electron yield is typically not achieved for data obtained in reflection.

8.3.3 Diluted Pinned Interfacial Spins

The experimental results obtained from interfacial hysteresis loops on exchange biased Co/NiO are presented in the following. To quantify the total number of interfacial spins XMCD spectra of Co and NiO were obtained first, shown in the upper panel of figure 8.12. The external magnetic field was switched for every data point between $\pm 2800$Oe, while the helicity of the incoming x-rays had been kept fixed. The thicker Co film shows a strong XMCD effect. A very small but nevertheless clearly visible dichroism signal parallel to the one arising from the Co layer is observed in the Ni signal. Similar to the microscopy study the size of the dichroism at the Ni $L_3$ is used to determine the Ni thickness. After background subtraction the XMCD signal equals 0.4\% from which a coverage of 0.45 monolayer is estimated (eqn. (8.1)). Regarding the 'free' interfacial moments these results are in perfect agreement with the results obtained from single crystalline NiO.

Next, element specific hysteresis loops are acquired. For each geometry a single Co loop ($L_3$, $L_2$, both polarizations as described in the previous section) and the average of 22 Ni loops are shown. All loops exhibit a horizontal loop shift. Loops acquired in different geometries (red and black) consequently exhibit an opposite loop shift, since the relative orientation of unidirectional anisotropy and external field axis is opposite. The interfacial energy density $\sigma$ of this particular sample is determined from the exchange bias field measured in the Co loop, $H_B = 120$Oe or 9.6kA/m. The interfacial energy density has been defined in section 1 as the actual loop shift normalized to the thickness and the magnetization of the ferromagnet.

\[
\sigma = H_B M_{FM} t_{FM} \tag{8.6}
\]

Together with the thickness of the ferromagnet (3nm) and the bulk magnetization of Co ($1.82 \frac{Vs}{m^2}$) an interfacial energy density of $50 \frac{\mu J}{m^2}$ is obtained. The error for this value is estimated to be 12\%, mainly originating from the accuracy with which the external field and the film thickness can be measured.
Figure 8.12: XMCD Spectra of Co and NiO in Polycrystalline Co/NiO

Top: XMCD spectra of Co and NiO. The difference shows the same behavior for both species (negative values at the L\textsubscript{3} and positive values at L\textsubscript{2} resonance), indicating the parallel alignment of Co and Ni spins.

Bottom: Hysteresis loops of Co and Ni acquired in the two different geometries (black and red) introduced earlier. The saturation magnetization of the two Co loops are identical while the Ni loops exhibit a small vertical loop shift, originating from pinned interfacial spins. Horizontal lines serve as a guide to the eye. The horizontal symmetry of the two loops is identical. Co and Ni loops show a distinct horizontal loop shift and coercivity which is identical for both species indicating again the parallel interfacial exchange coupling between 'free' interfacial moments and the ferromagnetic Co layer.
The Ni hysteresis loop appear noisier than the Co loop due to the much smaller signal, however the parallel exchange coupling between 'free' interfacial moments and Co layer is clearly demonstrated by the identical exchange bias and coercive field. In addition a vertical displacement as predicted earlier is observed. For example, the black loop is vertically shifted upwards, indicating a 'positive' pinned magnetization. At the same time the loop is shifted horizontally to the right, along the 'positive' field direction\(^{10}\). Altogether, the positive pinned magnetization causes the system to be preferentially magnetized into the positive magnetization direction. This means that the exchange coupling between pinned moments and the Co layer is ferromagnetic as well. The Co loop does not show any vertical shift, indicating that the pinned moments are exclusively located within the interfacial layer formed by the metallic-like Ni moments and adjacent Co atoms. Even if the bottommost Co layer contains the same fraction of pinned spins as the topmost Ni layer their contribution to the total Co signal is 20 times smaller due to the larger thickness of the Co layer, compared to the CoNiO\(_x\) interfacial layer.

The fraction of pinned moments is finally calculated from the vertical loop shift. The maximum XMCD signal detected in the loops is \(\pm 0.55\%\), while the vertical offset is \(0.1\%\). The fraction of pinned spins of the total uncompensated spins is then \(9\%\) of 0.45 monolayer or 0.04 monolayer. The experimental error for this number is estimated in the following. The maximum XMCD is known with an accuracy of \(10\%\). The error for each of the determined XMCD intensities as well as the vertical loop shift is assumed to be about \(20\%\), while the fraction with which the first monolayer contributes to the total signal exhibits an accuracy of \(15\%\). Altogether the overall uncompensated spin coverage can be determined with an error of \(27\%\), while the error for the pinned fraction is \(34\%\).

### 8.3.4 Discussion: Interfacial Unidirectional Exchange Anisotropy

In section 1.2 the rather simple Meiklejohn-Bean approach for Exchange Bias has been introduced. In this model the antiferromagnet is imagined to be completely rigid and uncompensated at the interface. A Heisenberg type exchange right at the interface is further assumed and the following expression for the exchange bias field and interfacial energy can be derived.

\[
H_B = \frac{\sigma_{\text{int}}}{M_{\text{FM}} T_{\text{FM}}} = \frac{J_{\text{F/AF}}}{a^2 M_{\text{FM}} T_{\text{FM}}} \tag{8.7}
\]

For reasonable values of \(J = 2.5\) meV \([66]\) the exchange bias field is overestimated by several orders of magnitude using this approach. Assuming a typical lattice constant of 0.4 nm one would expect to observe a macroscopic bias field of about 57000 Oe from a fully uncompensated and rigid interface.

The experimental results now suggest that the interfacial energy \(\sigma_{\text{int}}\) has to be replaced by an effective value \(\sigma_{\text{eff}}\), which is obtained by multiplying \(\sigma_{\text{int}}\) with the coverage of pinned\(^{10}\) Note, that positive and negative are not defined in an absolute way in this experiment. However, as long as the experimental setup is not systematically changed (switching cables, changing the undulator etc), the relative orientation is kept fixed.
spins, in this case 0.041. This is warrantable because it has been 'microscopically' found that only \((0.041 \pm 0.014)\) monolayer of the interface does contribute to the unidirectional anisotropy. In this case the expected loop shift is decreased to 230Oe, which represents an excellent agreement with the actual value (130Oe), considering the experimental challenge to detect the magnetic signal of much less than 10% of a buried monolayer.

A possible source for the remaining discrepancy is that the approach described here assumes that pinned as well as the rotatable spins are only located right at the interface. Nevertheless it is likely that the uniaxial coupling as well as the pinning decreases gradually over a few monolayer into the bulk of the antiferromagnet. In this case spins that are separated by one or two monolayer from the interface are detected in the interfacial hysteresis loop and contribute to the vertical loop shift. On the other hand their contribution to the horizontal loop shift is much smaller due to the very short ferromagnetic exchange length which is of the order of atomic distances.

Finally the value for the coverage with pinned spins of 0.041 is discussed considering the work by Takano again [93]. He suggested that the spins which are responsible for exchange bias are mostly located at grain boundaries. The average grain size in the investigated sample is about 25nm as shown by atomic force microscopy\(^{11}\). The area covered by a 25nm grain is \(6.25 \times 10^{-16}m^2\), including 3900 unit cells with a lattice constant of 0.4nm. Its circumference is 78nm, consisting of about 200 atomic sites. Altogether one finds that grain boundaries cover about 2-3% of the interface, considering that two grains share a boundary. A comparison of this number with the pinned coverage determined in the experiment indeed suggests that the location of the pinned spins coincidences with grain boundaries as proposed by Takano.

### 8.3.5 Summary: Origin of Exchange Bias

1. Element specific hysteresis loops on a polycrystalline Co/NiO sample are acquired using XMCD. A horizontal loop shift of 130Oe is observed. Furthermore the surface sensitivity of the electron yield method allows to detect the hysteresis loop originating from 0.45 monolayer of Ni at the interface between NiO and Co.

2. The interfacial hysteresis loop exhibits a vertical shift caused by pinned moments covering about 4% of the interface, which do not follow the external magnetic field. These 'pinned' interfacial moments are ferromagnetically coupled to the Co layer as it has been observed for the 'free' moments.

3. The size of the horizontal loop shift can be attributed for by employing the simple Meiklejohn and Bean approach for exchange bias and assuming that only pinned spins contribute to the unidirectional anisotropy.

4. The coverage with pinned spins is close to the fraction of the interface that is covered with grain boundaries (2.5%), suggesting that pinned spins are mainly located at grain boundaries.

\(^{11}\)S. Maat, IBM Almaden private communication
5. The remaining discrepancy can be accounted for by assuming that pinned spins are not only located right at the interface but also in directly adjacent layers.

6. The results represent the first clear correlation between microscopic magnetic properties of a 'real' antiferromagnetic/ferromagnetic interface and macroscopic exchange bias. They have meanwhile been completely reproduced on other systems like Co/Ir$_{80}$Mn$_{20}$ and Co$_{0.9}$Fe$_{0.1}$/PtMn [63].
Chapter 9

Summary

The results presented in this thesis provide important new insight into the physics of antiferromagnetic/ferromagnetic interfaces. This significant scientific progress has been made possible by the use of polarization dependent soft x ray absorption spectromicroscopy, an experimental tool with the unique possibility to investigate the chemical as well as the magnetic structure of complex magnetic multilayer systems at the same time.

Our understanding of the relevant processes at antiferromagnetic/ferromagnetic interfaces had been limited so far by the lack of information about their actual structure. Many theoretical models, some of them introduced in the first chapter, try to quantitatively explain effects like coercivity increase and exchange bias. However, these models have to assume magnetic model structures and hence the agreement of theoretical predictions and experimental results was often poor.

Here, for the very first time a complete magnetic and chemical spectro-microscopic characterization of antiferromagnetic/ferromagnetic interfaces, namely thin Co or Fe films on NiO(001), has been achieved. For this purpose thin metal films (10 monolayers) were deposited on cleaved NiO(001) single crystals. The bare surfaces of these crystals were studied as well. The following observations are reported. An illustration of these findings is shown in figure 9.1

1. The domain structure at the surface of antiferromagnetic NiO(001) is dominated by bulk like antiferromagnetic domain walls parallel to crystallographic (100) planes. The observed domains are on average larger than 1 \( \mu \)m. The antiferromagnetic axis realized in each domain depends on the preparation method. Sputtering appears to distort the lattice and only in plane domains exhibiting a spin axis along [110] unlike antiferromagnetic bulk domains are observed. Annealing in an oxygen atmosphere on the other hand preserves the bulk spin configuration parallel to [121], which exhibits a component perpendicular to the surface. However non bulk like domain walls are observed on these samples. These walls are parallel to (110) planes and are identified to be surface specific since they reduce the magneto static energy at the surface where the spin symmetry is lowered.
Antiferromagnetic/ferromagnetic interfaces play an important role in today’s highly sensitive magnetic sensor as they are used in magnetic storage media. Ferromagnetic Co layer (blue) and antiferromagnetic NiO surface (green) are separated by an ultrathin CoNiOₓ layer. Discovering this layer has brought new insight into exchange coupling phenomena at such an interface, by using the distinct spectroscopic properties of this layer to separate bulk and interface magnetic properties. For this reason the artist chose to represent it in a golden color.

It could be shown that two different kinds of interfacial spins exist within this layer. The majority (‘free’) is strongly coupled to the ferromagnet and will follow an external field. These spins are responsible for the parallel uniaxial exchange coupling. A very small percentage of spins (‘pinned’) is coupled stronger to the antiferromagnet and cause the unidirectional exchange coupling.
2. Antiferromagnetic as well as ferromagnetic domain patterns in exchange coupled Co/NiO and Fe/NiO are observed. For the very first time the magnetic coupling could be directly observed and has been found to be parallel rather than perpendicular. To achieve this situation an in plane reorientation of the the antiferromagnetic spin axis takes place upon deposition of the ferromagnetic layer.

3. The intuitive assumption that such an metal/oxide interface is chemically not stable has been proven by means of high resolution x-ray absorption spectroscopy. The experiment reveals the formation of an ultrathin CoNiO<sub>x</sub> layer. Ni atoms within this layer are found to order ferromagnetically and to furthermore form an domain pattern which represents an exact replica of the Co domain pattern.

The possibility to detect the interfacial CoNiO<sub>x</sub> layer finally opened the door to a direct characterization of interfacial magnetic properties. Since metallic like Ni spins are assumed to be exclusively located at the interface, the location where the chemical reduction takes place, their magnetic properties directly reflect the characteristics of the interfacial exchange coupling. By employing the polarization dependence of the soft x ray absorption cross section element specific hysteresis loops could be obtained. The data originating from the ferromagnetic Ni spins were carefully analyzed and compared to the Co data regarding vertical and horizontal shifts. It could be demonstrated that two types of interfacial spins exist.

1. 'Free' interfacial spins, which are loosely coupled to the antiferromagnet and stronger coupled to the ferromagnetic layer. These spins exactly follow the magnetization of the Co layer in an external field and their hysteresis loop exhibit the same horizontal loop shift. They are responsible for the parallel uniaxial exchange coupling since they act as a 'buffer' between ferromagnetic and antiferromagnetic order and to suppress spin frustration which would lead to perpendicular coupling. It is demonstrated that the number of interfacial spins is directly linked to the size of the uniaxial exchange anisotropy and hence the coercivity increase in ferromagnetic/antiferromagnetic exchange coupled layers. Depending on the preparation condition the thickness of this layer varies between 0.5-4 monolayer.

2. 'Pinned' interfacial spins cover less than 5% of the interface. These spins are tightly locked to the underlying antiferromagnet which serves as a rigid matrix since it does not follow external fields. On the other hand these spins are still coupled to the ferromagnetic layer. Because they keep their orientation defined during the field cooling process, they can act as a constant internal field onto the ferromagnet and cause the hysteresis loop to be shifted along the magnetization or vertical axis. It is shown that the number of pinned spins accounts for the size of the unidirectional anisotropy and these spins are finally identified as the origin of exchange bias.

Altogether exiting new insight, which most likely will help to solve a more than 40 year old problem, has been obtained by shining x-rays on interfaces.
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